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Abstract 

The increasing integration of renewable energy sources into modern power systems, driven 

by environmental concerns and the global pursuit of sustainable energy, has significantly 

transformed the power generation landscape. In this context, inverter-based resources have 

become essential for interfacing renewable energy sources with the grid. These inverter-based 

resources are typically controlled using either grid-following or grid-forming strategies. While 

grid-following inverters rely on phase-locked loops and require an external voltage source for 

synchronization, grid-forming inverters can independently establish voltage and frequency 

references, making them suitable for both grid-connected and islanded microgrid operations. 

Among various grid-forming strategies, virtual synchronous machines stand out for their 

ability to emulate the inertial and damping behavior of traditional synchronous generators. This 

enables more robust system dynamics in grids with high renewable energy sources penetration and 

low inertia. Virtual synchronous machines-based inverters offer the capability to support voltage 

and frequency regulation while operating autonomously or in coordination with the main grid. 

This thesis proposes the design and refinement of the inner control loops of a virtual 

synchronous machine-based inverter, aiming to enhance power system stability and dynamic 

response. Specifically, a current controller is developed to provide high bandwidth, attenuate LCL 

filter resonance, and improve disturbance rejection. A voltage controller with disturbance input 

decoupling is also introduced to improve the virtual synchronous machine dynamic response. With 

the designed inner control loops, the virtual synchronous machine exhibits enhanced dynamic 

performance when connected to the grid across a wide range of short circuit ratios, as well as 

during load variations in islanded mode. The virtual synchronous machine also exhibits improved 

performance when operating in a microgrid, both in coordination with a grid-following inverter 

and when running in parallel with another virtual synchronous machine. 

In general, this thesis aims to improve the inner control loops of a virtual synchronous 

machine, enabling it to serve as an effective power control strategy in electrical systems that are 

increasingly dominated by inverter-based resources.  

Keywords: Renewable Energy Sources, Grid-Forming Inverters, Virtual Synchronous 

Machine, Microgrid, Inner Control Loops. 

 



 

 

Resumo 

A crescente integração de fontes renováveis de energia aos sistemas elétricos modernos, 

impulsionada por preocupações ambientais e pela busca global por soluções sustentáveis, tem 

transformado significativamente o panorama da geração de energia. Nesse cenário, os recursos 

baseados em inversores tornaram-se essenciais para a conexão dessas fontes à rede elétrica. Tais 

recursos geralmente são controlados por estratégias do tipo seguidores de rede ou formadores de 

rede. Enquanto os inversores seguidores de rede dependem de malha de detecção de fase e 

requerem uma fonte externa de tensão para sincronização, os inversores formadores de rede são 

capazes de estabelecer de forma autônoma referências de tensão e frequência, sendo, portanto, 

adequados para operação tanto conectada à rede quanto isolada. 

Dentre as estratégias de formadores de rede, destacam-se as máquinas síncronas virtuais por 

sua capacidade de emular o comportamento inercial e de amortecimento dos geradores síncronos 

convencionais. Essa característica permite uma resposta dinâmica mais robusta em sistemas com 

alta penetração de fontes renováveis e baixa inércia. Inversores baseados em máquinas síncronas 

virtuais são capazes de sustentar a regulação de tensão e frequência, tanto em operação autônoma 

quanto em coordenação com a rede principal. 

Esta tese propõe o projeto e o aprimoramento das malhas internas de controle de um inversor 

baseado em máquina síncrona virtual, com o objetivo de melhorar a estabilidade do sistema 

elétrico e a resposta dinâmica. Especificamente, é desenvolvido um controlador de corrente com 

alta largura de faixa, capaz de atenuar a ressonância do filtro LCL e melhorar a rejeição a 

perturbações. Também é proposto um controlador de tensão com desacoplamento da entrada de 

perturbação, visando aprimorar a resposta dinâmica da máquina síncrona virtual. Com as malhas 

de controle internas projetadas, a máquina síncrona virtual apresenta desempenho dinâmico 

aprimorado quando conectada à rede, mesmo em uma ampla faixa de razões de curto-circuito, 

assim como durante variações de carga em modo isolado. A máquina síncrona virtual também 

demonstra melhor desempenho quando operando em uma microrrede, tanto em coordenação com 

um inversor seguidor de rede quanto em paralelo com outra máquina síncrona virtual. 

De modo geral, esta tese busca aprimorar as malhas internas de uma máquina síncrona 

virtual, permitindo que ela atue como uma estratégia eficaz de controle de potência em sistemas 

elétricos cada vez mais dominados por recursos baseados em inversores. 
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Síncrona Virtual, Microrrede, Malhas Internas de Controle. 
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𝑎6 to 𝑎1  𝑍𝑜  Denominator coefficients of 𝑍𝑜 



 

 

𝑏7 to 𝑏0  𝑍𝑜  Numerator coefficients of 𝑍𝑜 

𝑑Δ𝜔 𝑑𝑡⁄   Rate of change of angular velocity 

𝑒 = [𝑒𝑎 𝑒𝑏 𝑒𝑐]𝑇  Vector that represents the EMF 

𝑓𝑔  Grid frequency 

𝑓𝑟   Resonance frequency 

𝑓𝑠  Sampling frequency 

𝑓𝑠𝑤  Switching frequency 

𝑖 = [𝑖𝑎 𝑖𝑏 𝑖𝑐]
𝑇  Vector of the measured currents at the PCC 

𝑖∗ = [𝑖𝑎
∗ 𝑖𝑏

∗ 𝑖𝑐
∗]𝑇  Reference three-phase currents 

𝑖∗  Current reference 

𝑖1  Current in 𝐿1 

𝑖𝑐  Current in 𝐶 

𝑖𝑑
∗   Current reference in the d-axis 

𝑖𝑔  Current in 𝐿2 

𝑖𝑞
∗   Current reference in the q-axis 

𝑘𝐿  Current controller lead gain 

𝑡𝑝  Peak time 

𝑣⃗ = [𝑣𝑎 𝑣𝑏 𝑣𝑐]𝑇  Three-phase voltages measured at the PCC 

𝑣∗  AC voltage reference 

𝑣𝑐  Voltage across 𝐶 



 

 

𝑣𝑔  Grid voltage 

𝑣𝑖𝑛𝑣  Inverter voltage 

𝑣𝑚  Voltage amplitude in the Synchronverter 

𝑣𝑝𝑐𝑐  PCC voltage 

𝑣𝑟
∗  Voltage reference in the Synchronverter 

𝛼𝐿  Compensation parameter of CCFAD 

𝛿𝑝  DID pole 

𝛿𝑧  DID zero 

𝜏𝐿  Compensation parameter of CCFAD 

𝜏𝑝  CVD denominator parameter 

𝜏𝑧  CVD numerator parameter 

𝜔∗  Frequency reference 

𝜔𝑐  Low-pass filter cutoff frequency 

𝜔𝑛  Natural frequency 

𝜔𝑛  Rated rotor angular frequency 

𝜔𝑛𝑓  Notch frequency 

𝜔𝑜  Grid nominal frequency 

𝜔𝑟𝑒𝑠  Resonance frequency in rad/s 

𝜔𝑠  Nominal angular speed in the SPC 

Z  Impedance 



 

 

Δ𝜔  Rotor frequency deviation 

𝐵  Viscous damping coefficient 

𝐶  Filter capacitance 

𝐷   Power damping coefficient 

𝐻   Inertia constant 

𝐽  Moment of inertia 

𝐾  Regulator coefficient of reactive power 

𝑈  Effective value of the actual voltage amplitude 

𝑓  Phase compensation term 

𝜁  Damping factor 

𝜃  Phase reference 

Φ⃗⃗⃗⃗ = [Φ𝑎 Φ𝑏 Φ𝑐]
𝑇  Flux linkage vector 

𝜔  Actual rotor angular frequency 
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CHAPTER I  

1 Introduction 

This chapter begins by providing a general context of the problem to be addressed, as well 

as the motivations behind its development. It outlines the objectives, contributions, methodology, 

and structure of the thesis, followed by a list of publications. 

1.1 Contextualization 

The share of renewable energy sources (RESs) in power generation, compared to 

conventional sources (e.g., coal, gas, and oil), has increased significantly in recent years, as 

evidenced by strict environmental regulations, limited access to fossil fuels, and the need to meet 

the growing global energy demand [1]. By 2021, the global installed capacity of RES had increased 

to around 3146 GW, with solar photovoltaic and wind energy for the first time in history 

accounting for more than 10 % of the world’s electricity supply [2]. It is also noteworthy that 

Brazil ranked as the fifth and third largest producer of solar photovoltaic and wind energy, 

respectively, in 2021 [2]. 

The RES, in turn, are incorporated into the electrical grid in the form of distributed 

generation (DG), and their application can improve the reliability and stability of the local 

electrical grid. Additionally, it can provide benefits to suppliers by reducing losses in the system 

along long transmission lines and decreasing the total investment required for the creation of a 

new transmission line due to the growing energy consumption. [3]. 

The rise of microgrids has facilitated the widespread adoption of DGs by enabling more 

efficient control of multiple DGs as a unified system. Microgrids can both connect to and 

disconnect from the grid, operating in grid-connected or isolated modes [4]. In grid-connected 

mode, they support the main grid and meet part of the load demand, while in isolated mode, their 

focus shifts from economic benefits to ensuring a stable electricity supply for customers [5]. 

In the grid-connected operating mode, the voltage and frequency control of the microgrid's 

electrical system is managed by the existing conventional electrical grid, which is usually 

considered an infinite power source relative to the microgrid. In the isolated operating mode, the 
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microgrid needs to generate and control its own voltage and, if operating in alternating current 

(AC), it also needs to control the frequency [6]. When operating isolated and in AC, the microgrid 

must maintain voltage and frequency values regulated according to the standards established for 

the conventional power distribution grid [7]. Electrical parameters (frequency, voltage, etc.) must 

also be kept within the limits specified by the local utility during the transition state between both 

operating modes, i.e., from the connected mode to the isolated mode and vice versa [8]. 

Due to the growing development of RESs, the electrical grid—which was traditionally 

dominated by rotating generators (e.g., synchronous generators)—is currently tending toward a 

scenario with an increasing presence of inverter-based resources (IBRs) [9]. Generation from 

RESs generally requires IBRs in order to align the generated energy with standardized grid 

requirements and to form the grid in isolated systems. Although in Brazil most electricity 

generation is still carried out by large generators, the increasing integration of RESs—which 

typically provide little to no mechanical inertial response—may compromise the stability of the 

electrical system [10], [11], [12]. 

The RESs, unlike traditional power generation, are highly susceptible to environmental 

variables, making their output inherently intermittent. For example, solar power is significantly 

affected by cloud cover, while wind power fluctuates with wind speed and direction. These 

variations can lead to rapid and significant changes in power generation over short periods of time, 

even within the same day. Such irregularities not only disrupt the balance between supply and 

demand but can also exacerbate challenges like grid congestion, as the fluctuating energy supply 

may not align with demand patterns. In addition to frequency and voltage instability, rapid 

fluctuations may cause problems in grid synchronization, and trigger cascading failures across 

interconnected systems [13]. 

When there is an imbalance between generation and consumption in an energy system, IBRs 

cannot respond instantly to rebalance the system. In conventional systems, the kinetic energy 

stored in the rotors of electromechanical generators is responsible for neutralizing this imbalance 

through inertial response until primary frequency control is activated. In such systems, the inertial 

response can support frequency and voltage regulation of the grid for up to approximately ten 

seconds during disturbances that cause an imbalance between demand and generation [14]. As 

there is an increasing penetration of RES, the system's inertial response and damping 

characteristics are declining [9]. 
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The reduction in inertia causes an increase in the rate of change of frequency (RoCoF), which 

is a measure of how quickly the frequency changes after an unexpected imbalance between 

generation and demand, and to a low frequency nadir (minimum frequency point) in a short period 

of time [9]. These events are detrimental to the stable operation of an electrical system, as they can 

trigger frequency protection relays and, in more extreme cases, may lead to a blackout. 

As an example of a real case of instability in the power grid, the blackout that occurred in 

South Australia in 2016 can be cited. It was caused by the loss of the Heywood interconnector (a 

275 kV AC interconnector between the states of South Australia and Victoria). This incident 

occurred due to the system’s low inertia, with significant penetration of RESs [15]. Another 

example is the blackout that took place on August 9, 2019, in the United Kingdom, caused by the 

disconnection of DG units due to a lightning strike on a transmission line (Eaton Socon – 

Wymondley Main). Due to the system’s low inertia, the frequency reached values outside the 

specified range, which triggered the activation of low-frequency demand disconnection relays 

[16]. 

1.2 Motivation 

Depending on the control technique used to control the IBRs, they can be generally divided 

into grid-following (GFL) inverters and grid-forming (GFM) inverters. GFL inverters are 

controlled as current sources in parallel with high impedance, Z, as shown in Figure 1-1 (a), 

whereas GFM inverters are controlled as voltage sources in series with low impedance, as shown 

in Figure 1-1 (b). 𝑃∗ and 𝑄∗ are the active and reactive power references, 𝐶𝑝 is the power controller 

and 𝑖∗ is the current reference. 𝜔∗ and 𝐸∗ are the frequency and voltage amplitude reference, 𝐶𝑣 is 

the voltage controller and 𝑣∗ is the AC voltage reference. 
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Figure 1-1 – Simplified representation of the IBR control technique. (a) grid-following, (b) grid-

forming. 
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Source: Adapted from  [17]. 

A GFL inverter operates by synchronizing its output to the grid’s voltage and frequency. 

This synchronization is achieved through measurements at the point of common coupling (PCC) 

using a phase-locked loop (PLL). However, the PLL can adversely affect system stability, 

particularly in weak grid conditions [18], [19]. GFL inverters are generally configured to operate 

at rated output power and inject it into an energized grid. They rely on cascaded control loops, 

where power control loops regulate the active 𝑃 and reactive 𝑄 power to generate current 

references for the inner current control loop. This inner loop, typically implemented using a 

proportional-integral (PI) controller in the dq frame or a proportional-resonant (PR) controller in 

the αβ frame, tracks these current references. In addition to the disadvantages associated with the 

use of the PLL, the GFL inverter also lacks the capability to operate in island mode, perform black-

start, and generate a regulated output voltage [20]. 

The GFM inverters, on the other hand, have the capability to operate both in islanded mode 

and connected to the grid, and do not rely on a PLL to maintain synchronization with the grid. 

Instead, most reported GFM inverters use the power synchronization mechanism of synchronous 

machines to stay synchronized with the grid [21]. They can maintain a regulated output voltage 

and can perform black-start. A GFM inverter can be defined according to the North American 

Electric Reliability Corporation (NERC) as “an internal voltage phasor that is constant or nearly 

constant in the sub-transient to transient time frame” [20]. Although the term GFM has been widely 

used in recent years, its concept, which is based on regulating voltage and frequency, was proposed 

many years ago [22]. 

Among the GFM strategies, those that stand out the most are: the Virtual Synchronous 



32 

 

 

Machine (VSM) [23], [24], [25], [26], that emulates the behavior of a synchronous machine, 

adding inertia and damping of a traditional synchronous machine to IBRs; droop control [27], [17], 

[28], that adjusts P/Q power output based on local frequency/voltage deviations (P-f and Q-V 

droops), enabling decentralized load-sharing among distributed resources without communication; 

Power Synchronization Control (PSC) [29], [30], [31], that enables IBRs to synchronize their 

output power with the grid by adjusting voltage, frequency, and phase; Virtual Oscillator Control 

(VOC) [32], [33], [34], that leverages nonlinear oscillator dynamics to self-synchronize IBRs with 

the grid autonomously, enabling decentralized operation without PLL; Synchronverter [35], [36], 

[37], [38], that replicates exactly the mathematical model of a synchronous machine 

(electromechanical equations, flux dynamics, and excitation control) in IBRs and Synchronous 

Power Controller (SPC) [39], [40], [41], that combines droop characteristics with virtual inertia 

and damping, blending static power-frequency regulation. 

Whereas GFL inverters face more challenges when operating in weak grids, GFM inverters 

are more susceptible to instability when operating in strong grids. Many studies have been 

conducted with the goal of enhancing the dynamic response of GFM inverters, especially with 

regard to reducing power oscillations. However, in most of the studies conducted (to be explored 

in the next chapter), the investigation focused almost entirely on the power control loops, without 

a deep analysis of the inner loops to improve the dynamic response and stability of the GFM 

inverter. 

In this thesis, the specific type of GFM inverter chosen was the VSM. This choice is due to 

the well-established applicability of synchronous machines in conventional power generation 

systems, as well as the possibility of emulating virtual inertia, damping, and other ancillary 

services. 

1.3 Objective 

1.3.1 Main Objective 

The main objective of this work is to develop a control strategy for power converters using 

virtual synchronous machines, with a focus on the design of inner control loops, to enhance the 

dynamic response and stability of the converter.  
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1.3.2 Specific Objectives 

• Survey and analyze the state of the art regarding control techniques that emulate 

VSM; 

• Design and implement the inner control loops of the VSM; 

• Design and implement the power control loops of the VSM; 

• Analyze the operation of the VSM in a microgrid. 

1.4 Main Contributions 

• Development of a current controller with the capabilities of high bandwidth–

achieved for converters in the range of a few tens of kilowatts–, mitigation of the 

resonance frequency effect of the LCL filter, and improved response to disturbances 

that may occur in the power grid. 

• Development of a voltage controller with disturbance input decoupling, which 

enhances the dynamic response of the VSM's electrical parameters when connected 

to the grid and subjected to transients, such as power reference variations. 

Specifically, it improves the control of active power, reactive power, and current. 

Additionally, the voltage dynamics of the VSM are enhanced during operation in 

isolated mode and undergoing load variations. 

1.5 Research Methodology 

The methodology of this work was divided into four main stages: 

I – Theoretical Foundation 

In this stage, documentary research was conducted to gain knowledge and mastery of the 

topic being addressed, namely, VSMs. Thus, the goal was to understand what has already been 

produced on the subject, what is currently being studied and published, and potential problems 

that remain unsolved and are feasible for resolution. In addition to the study of VSMs, a deeper 

theoretical understanding was also developed regarding the issue of resonance in LCL-type filters 

and active damping techniques for IBRs. 
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II – Control Strategy Proposal 

In the second stage, the internal loops of the VSM were designed and implemented. This 

phase was carried out using the MATLAB/Simulink software, which was chosen for its high 

fidelity in simulating physical systems in a virtual environment. 

III – Validation of the Control Strategy in an Experimental Environment 

After the validation of the VSM operating in a simulation environment, it was tested and 

validated in a testbench. Several scenarios were created and analyzed to ensure the effectiveness 

of the proposed strategy. 

IV – Operation of the VSM in a Microgrid 

After completing the previous steps, the proposed power control strategy based on the VSM 

was evaluated in a simulated microgrid using MATLAB/Simulink software. 

1.6 Thesis Structure 

This thesis is organized into six chapters, with the content of each outlined below: 

• Chapter I presents the general context and motivation for the development of this 

thesis. It begins by discussing the increasing integration of RESs into modern power 

systems and the resulting shift toward IBRs, particularly in microgrids. The chapter 

highlights the main challenges posed by IBRs, such as reduced inertia and damping, 

which impact grid stability and dynamic performance. 

• Chapter II presents a literature review of strategies that emulate VSM. The 

advantages and disadvantages of each approach are discussed. The state of the art in 

power control strategies is also presented to identify existing research gaps. 

• Chapter III presents the control strategy for the VSM on the inverter side. It includes 

the modelling of the converter’s inner control loops, as well as the outer loop. 

• Chapter IV presents the control strategy for the VSM on the DC side. It includes the 

modelling of the battery current control and the DC-link voltage control. 

• Chapter V presents the performance of the VSM operating in a microgrid with other 
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sources and loads. 

• Chapter VI presents the main conclusions of the thesis and potential future works. 

1.7 List of Publications 

This thesis has resulted in the following publications: 

1.7.1 Journal Papers: 

JP1. A. W. d. S. Serra, L. A. d. S. Ribeiro and M. Savaghebi, "Disturbance Decoupling 
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e202528, pp. 1-10, March 2025.  

1.7.2 Conference papers: 

CP1. A. W. Dos Santos Serra, K. Augusto Freitas Nascimento, J. Gomes de Matos, L. 

Antonio de Souza Ribeiro and H. Araújo Oliveira, “Improved Power Performance in Bidirectional 

Grid-Forming Converters via Modified Voltage Control,” 18th Brazilian Power Electronics 

Conference (COBEP), Vitória, Brazil, 2025. (accepted) 

CP2. A. W. Dos Santos Serra, K. Augusto Freitas Nascimento, J. Gomes de Matos, L. 

Antonio de Souza Ribeiro, M. Savaghebi and H. Araújo Oliveira, “Bidirectional Grid-Forming 

Converter with Modified Voltage Control for Enhanced Power Dynamics,” IECON 2025 - 51th 

Annual Conference of the IEEE Industrial Electronics Society, Madrid, Spain, 2025. (accepted) 

CP3. A. W. Dos Santos Serra, L. Antonio de Souza Ribeiro and M. Savaghebi, "Current 
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Chicago, IL, USA, 2024, pp. 1-6, doi: 10.1109/IECON55916.2024.10905892. 
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CHAPTER II  

2 Literature Review 

This chapter presents the main techniques that emulate VSMs and their respective 

classifications, based on the similarities they share. The three models presented are the VSM based 

on the synchronous machine model, the VSM based on the swing equation, and the VSM based 

on the frequency-power response model. The VSM based on the swing equation was selected due 

to its simplicity and was used to implement the proposed VSM in this thesis, which will be 

described in more detail in the next chapter. Then, the state of the art on power control strategies 

using GFM inverters is presented, along with research opportunities derived from the presented 

advancements. 

2.1 Types of VSM 

2.1.1 VSM based on the synchronous machine model 

The VSMs based on this model are characterized by emulating the electrical and 

mechanical characteristics of the synchronous machine with high fidelity. Essentially, the 

techniques in this group reproduce the electrical and mechanical equations of the synchronous 

machine. The main algorithms found in the literature are: VISMA, Institute of Electrical Power 

Engineering (IEPE) Topology, Synchronverter, and Kawasaki Heavy Industries (KHI) Topology. 

2.1.1.1 VISMA 

VISMA was the first algorithm proposed in the literature with the goal of making an IBR 

operate as a VSM. It was proposed by Hans-Peter Beck and Ralf Hesse in 2007 and implements a 

5th-order model of the synchronous machine [42]. 

The input and output of this algorithm are the three-phase voltages measured 𝑣⃗ =

[𝑣𝑎 𝑣𝑏 𝑣𝑐]𝑇 at the PCC between the VISMA and the grid, and the reference three-phase 

currents 𝑖∗ = [𝑖𝑎
∗ 𝑖𝑏

∗ 𝑖𝑐
∗]𝑇, respectively. A hysteresis-type current controller is used to achieve 

the desired operation of the VISMA. Unlike the conventional synchronous generator, the VISMA 

allows for the bidirectional flow of active and reactive power [43]. The equations governing the 

electromechanical model of VISMA are given by (2.1) - (2.3). 
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𝑒 = 𝑣⃗ + 𝑖∗𝑟𝑠 + 𝐿𝑠
𝑑𝑖∗

𝑑𝑡
 (2.1) 

𝑇𝑚 − 𝑇𝑒 =
1

𝐽

𝑑𝜔

𝑑𝑡
+ 𝐾𝑑𝑓(𝑠)

𝑑𝜔

𝑑𝑡
 (2.2) 

𝜃 = ∫𝜔𝑑𝑡 (2.3) 

Where 𝑒 = [𝑒𝑎 𝑒𝑏 𝑒𝑐]𝑇 is the vector that represents the electromotive force (EMF) 

induced in the stator windings (in abc coordinates) and 𝐿𝑠 is the stator self-inductance. The 

notations 𝑇𝑚, 𝑇𝑒, 𝐽, 𝐾𝑑, 𝑓(𝑠), 𝜔 and 𝜃 represent the mechanical torque, electromagnetic torque, 

moment of inertia, mechanical damping factor, phase compensation term (which ensures that the 

virtual damping force neutralizes any oscillatory rotor movement in the opposite phase), angular 

velocity in mechanical radians per second, and the rotational angle, respectively. The induced EMF 

is given by amplitude 𝐸𝑝 and as a function of 𝜃, as presented in (2.4). From (2.1) – (2.4), it is 

possible to obtain the block diagram of the VISMA control, which is shown in Figure 2-1. 

𝑒 = 𝐸𝑝

[
 
 
 
 

sin(𝜃)

sin (𝜃 −
2𝜋

3
)

sin (𝜃 +
2𝜋

3
)]
 
 
 
 

 (2.4) 
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Figure 2-1 – Block diagram of the VISMA control. 
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Source: Adapted from [44]. 

From Figure 2-1, it can be observed that there is no reactive power control, meaning that 

reactive power cannot be injected into the grid. Since VISMA operates as a current source, there 

is the disadvantage of operating only in grid-connected mode, thus not allowing isolated operation. 

To address this issue, the authors in [45] proposed the addition of capacitors in the inverter filter 

to form an LC filter, with the aim of feeding back the voltages on the capacitor to the VISMA 

model. In addition, frequency and voltage regulation loops are added to allow stable long-term 

operation. Table 2-1 presents the advantages and disadvantages of this control strategy. 

Table 2-1 – Advantages and disadvantages of VISMA. 

Advantages Disadvantages 

Overcurrent protection Requires high computational effort 

Reproduces the characteristics of a synchronous 

machine with a high level of detail 

Complex model and requires the 

synchronous machine's constructive 

parameters 

PLL is not required for synchronization  

Source: Author. 
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2.1.1.2 IEPE topology 

The IEPE topology is equivalent to a VISMA operating as a voltage source. The equations 

presented for the operation of the VISMA are the same for this strategy; however, unlike the 

former, it is not the voltages at the PCC that are measured, but rather the currents. Therefore, (2.1) 

can be rewritten as (2.5), where 𝑣⃗ is now the reference voltage vector for the Pulse Width 

Modulation (PWM) block and 𝑖 = [𝑖𝑎 𝑖𝑏 𝑖𝑐]
𝑇 is the vector of the measured currents at the PCC. 

𝑣⃗ = 𝑒 − 𝑖𝑟𝑠 − 𝐿𝑠
𝑑𝑖

𝑑𝑡
 (2.5) 

The IEPE topology has the capability to operate independently without the need for the 

addition of capacitors to the output filter as is done in the VISMA. However, frequency and voltage 

control loops must still be used to ensure stable operation of the converter. In Figure 2-2, the 

control block diagram of the IEPE topology is presented, and it can be observed that the derivative 

of the measured currents is taken, which may lead to amplification of the noise signals present in 

the measurement. 

Figure 2-2 – Control Block Diagram of the IEPE Topology. 
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sin(𝜃 − 120°)
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Source: Adapted from [45]. 

Table 2-2 presents the advantages and disadvantages of this control strategy. 
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Table 2-2 – Advantages and disadvantages of the IEPE Topology. 

Advantages Disadvantages 

Allows operation in isolated mode without 

changes in the hardware 
Requires high computational effort 

Reproduces the characteristics of a synchronous 

machine with a high level of detail 

Complex model and requires the 

synchronous machine's constructive 

parameters 

PLL is not required for synchronization No overcurrent protection 

 

May amplify noise due to the use of a 

differentiator 

Source: Author. 

2.1.1.3 Synchronverter 

Zhong and Weiss proposed a control strategy based on VSM known as Synchronverter in 

2011 [36]. The same authors had already proposed this same control strategy in 2009, however, 

under the name Static Synchronous Generator (SSG) [46]. 

Like the previously presented strategies, the Synchronverter also features a detailed model 

of a synchronous generator and is considered equivalent to a synchronous generator with a small 

capacitor bank. It operates as a voltage source and has frequency and voltage droop control loops, 

allowing for parallel operation with multiple converters and control of both active and reactive 

power. 

The Synchronverter is modelled as a synchronous generator with a cylindrical-type rotor, 

without damper windings, a pole number of two, and neglecting the effects of eddy currents and 

magnetic saturation in the core. These considerations are meant to simplify the emulation of the 

control strategy. 

The mutual inductances between the field winding and each of the stator windings (𝑀𝑎𝑓, 

𝑀𝑏𝑓, 𝑀𝑐𝑓) are given by (2.6) - (2.8), where 𝑀𝑓 is the maximum mutual inductance between the 

stator windings and the field winding. 
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𝑀𝑎𝑓 = 𝑀𝑓 cos(𝜃) (2.6) 

𝑀𝑏𝑓 = 𝑀𝑓 cos(𝜃 − 120°) (2.7) 

𝑀𝑐𝑓 = 𝑀𝑓 cos(𝜃 − 240°) (2.8) 

The flux linkage in each phase can be described in vector form. Defining the current vector 

𝑖 = [𝑖𝑎 𝑖𝑏 𝑖𝑐]
𝑇 and the flux linkage vector Φ⃗⃗⃗⃗ = [Φ𝑎 Φ𝑏 Φ𝑐]

𝑇, and considering that 𝑖𝑎 +

𝑖𝑏 + 𝑖𝑐 = 0, the stator flux linkages equation can be rewritten as (2.9). Here, 𝐿𝑠 = 𝐿 +𝑀 

represents the total self-inductance of the stator winding, where 𝐿 is the self-inductance of the 

armature winding, 𝑀 is the mutual inductance between each armature winding and 𝑖𝑓 is the field 

current. 

Φ⃗⃗⃗⃗ = 𝐿𝑠𝑖 + 𝑀𝑓𝑖𝑓 [
cos(𝜃)

cos(𝜃 − 120°)

cos(𝜃 − 240°)
] (2.9) 

From (2.9), the terminal voltage 𝑣⃗ = [𝑣𝑎 𝑣𝑏 𝑣𝑐]𝑇 can be obtained as (2.10), where 𝑒 =

[𝑒𝑎 𝑒𝑏 𝑒𝑐]𝑇 is the induced EMF vector and is given by (2.11). 

𝑣⃗ = −𝑟𝑠𝑖 −
𝑑Φ⃗⃗⃗⃗

𝑑𝑡
= −𝑟𝑠𝑖 − 𝐿𝑠

𝑑𝑖

𝑑𝑡
+ 𝑒 (2.10) 

𝑒 = 𝑀𝑓𝑖𝑓
𝑑𝜃

𝑑𝑡
[

sin(𝜃)

sin(𝜃 − 120°)

sin(𝜃 − 240°)
] − 𝑀𝑓

𝑑𝑖𝑓

𝑑𝑡
[

cos(𝜃)

cos(𝜃 − 120°)

cos(𝜃 − 240°)
] (2.11) 

It is assumed that the field winding is supplied by a direct current (DC) source; therefore, 

the second term of (2.11) is zero, and (2.11) can be rewritten as (2.12) [36]. 

𝑒 = 𝑀𝑓𝑖𝑓
𝑑𝜃

𝑑𝑡
[

sin(𝜃)

sin(𝜃 − 120°)

sin(𝜃 − 240°)
] (2.12) 

The equation governing the mechanical behavior of the Synchronverter is given by (2.13), 

with 𝑇𝑒 obtained from (2.14) and 𝐵 representing the viscous damping coefficient. The reactive 

power 𝑄𝑒 of the Synchronverter is given by (2.15). 
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𝐽
𝑑𝜔

𝑑𝑡
= 𝑇𝑚 − 𝑇𝑒 − 𝐵𝜔 (2.13) 

𝑇𝑒 = 𝑀𝑓𝑖𝑓 [
sin(𝜃)

sin(𝜃 − 120°)

sin(𝜃 − 240°)
]

𝑇

∙ [
𝑖𝑎
𝑖𝑏
𝑖𝑐

] (2.14) 

𝑄𝑒 = −
𝑑𝜃

𝑑𝑡
𝑀𝑓𝑖𝑓 [

cos(𝜃)

cos(𝜃 − 120°)

cos(𝜃 − 240°)
]

𝑇

∙ [
𝑖𝑎
𝑖𝑏
𝑖𝑐

] (2.15) 

In Figure 2-3, the electronic part of a Synchronverter is shown without the controls, which 

will be presented later. 

Figure 2-3 – Electronic part of a Synchronverter without the controls. 
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+-
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Source: Adapted from [36]. 

In Figure 2-4, the control block diagram of the Synchronverter is shown with the addition 

of the control loops for active and reactive powers, which are governed by the droop equations 

shown in (2.16) e (2.17). 

𝑇𝑑 = (𝜔∗ − 𝜔)𝐾𝑑 (2.16) 

𝑄𝑑 = (𝑣𝑟
∗ − 𝑣𝑚)𝐾𝑞 (2.17) 

Where 𝑇𝑑 is the torque produced by the droop equation, 𝜔∗ is the angular frequency 
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reference, 𝑄𝑑 is the reactive power provided by the droop equation, 𝑣𝑟
∗ is the voltage reference, 𝑣𝑚 

is the amplitude of 𝑣 measured at the PCC, and 𝐾𝑞 is the voltage droop coefficient.  

Figure 2-4 – Control block diagram of the Synchronverter. 
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Source: Adapted from [46]. 

The angle 𝜃 must be limited to 2𝜋 through a reset to avoid numerical overflow. The voltage 

𝑣𝑚 can be obtained from (2.18), and the voltage is applied to the PWM block to generate the gate 

trigger signals for the semiconductor switches of the converter. 

𝑣𝑚 =
2

√3
√−(𝑣𝑎𝑣𝑏 + 𝑣𝑏𝑣𝑐 + 𝑣𝑐𝑣𝑎) (2.18) 

The Synchronverter operates as a voltage source and, therefore, can function in isolated 

mode. When operating in grid-connected mode, a PLL is used to synchronize with the grid; 

however, several improvements have been made to the operation of the Synchronverter, one of 

which is the methodology proposed in [47] that allows for synchronization of the Synchronverter 

with the grid without using a PLL. The fundamental principle is to make the phase difference 

between the Synchronverter and the grid voltage at the PCC null, while ensuring that the 

magnitudes of the voltages of both are equal. Initially, 𝑃∗ and 𝑄∗ are adjusted to zero, and PI 

controllers are used to eliminate this phase difference. This methodology solves the problem of 

resetting the integrator during grid reconnection. Additionally, a virtual impedance is used to 

equalize the magnitudes of the voltages [43]. 
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In [48], the authors propose an improvement to the Synchronverter by adding a fast current 

loop, and the results show that there was a reduction in the sensitivity of the Synchronverter to 

measurement errors, processing delays, and grid voltage imbalance. In [49], the authors 

demonstrated that using the damping factor as a droop coefficient is not the most suitable solution, 

since the converter's response cannot be adjusted without altering the characteristics of the steady-

state droop curve. Therefore, they proposed adding a derivative term to the active power control 

loop, which allows the Synchronverter to be freely modified without interfering with the droop 

curve. 

In Table 2-3, the main advantages and disadvantages of the Synchronverter are presented. 

Table 2-3 – Advantages and disadvantages of Synchronverter. 

Advantages Disadvantages 

Allows operation in isolated mode without 

changes to the hardware 
Requires high computational effort 

Reproduces the characteristics of a synchronous 

machine with a high level of detail 

Numerical instabilities may occur due to the 

complex mathematical model of the 

algorithm 

PLL is not necessary for synchronization 

(depending on the model used) 

No overcurrent protection (depending on 

the model used) 

Highly widespread in the literature with several 

improvements in the control algorithm 
 

Source: Author. 

2.1.1.4 KHI topology 

Researchers from KHI proposed in [50] an algebraic model of the VSM, which consists of 

the phasor representation of the synchronous generator, while the dynamic equations of the 

generator are neglected. This topology assumes that the rotor is of the cylindrical type and that the 

impedance of the VSM is low over a wide range of frequencies [43]. The block diagram of the 

control structure is shown in Figure 2-5, and the dynamics of the governor and the Automatic 

Voltage Regulator (AVR) are given by (2.19) and (2.20). 
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Figure 2-5 – Control block diagram of the KHI topology. 
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Source: Adapted from [43]. 

𝜔𝑟 = 𝜔∗ + 𝐾𝑔𝑑(𝑃
∗ − 𝑃) (

1

1 + 𝑇𝑔𝑠
) (2.19) 

𝐸𝑝 = [𝑣∗ − 𝑣𝑔 + 𝐾𝑎𝑞(𝑄
∗ −𝑄) (

1

1 + 𝑇𝑎𝑠
)] (𝐾𝑝 +

𝐾𝑖
𝑠
) (2.20) 

Where 𝑇𝑔 is the governor time constant, 𝐾𝑔𝑑 is the droop coefficient of the active power 

control loop, 𝑣𝑔 is the grid voltage, 𝐾𝑎𝑞 is the droop coefficient of the reactive power control loop, 

𝑇𝑎 is the AVR time constant, 𝐾𝑝 is the proportional gain and 𝐾𝑖 is the integral gain. 

The governor is responsible for generating the phase reference, and the AVR for the voltage 

amplitude, both of which are used to generate the current references (𝑖𝑞
∗  e 𝑖𝑑

∗ ) from the phasor 

representation. 

In Table 2-4, the main advantages and disadvantages of the KHI topology are presented. 

Table 2-4 – Advantages and disadvantages of KHI Topology. 

Advantages Disadvantages 

Simple implementation 
Requires switching control from grid-

connected mode to isolated mode 

Overcurrent protection PLL required 

Source: Author. 
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2.1.2 VSM based on the swing equation 

The techniques that emulate VSM within this group are characterized by solving the swing 

equation and its variants, which is generally presented in (2.21). They differ fundamentally from 

the machine-based model by not adopting a very detailed model of the machine. The main control 

techniques that use this model are the ISE Laboratory topology and the SPC. 

𝐽𝜔
𝑑𝜔

𝑑𝑡
= 𝑃𝑚 − 𝑃𝑒 − 𝐷Δ𝜔 (2.21) 

Where 𝑃𝑚 is the mechanical power, 𝑃𝑒 is the electromagnetic power, 𝐷 = 𝐵𝜔 is the power 

damping coefficient, and Δ𝜔 is the rotor frequency deviation. 

2.1.2.1 ISE Laboratory topology 

This topology was developed by the research group of the ISE laboratory at Osaka 

University [51]. The block diagram of this control strategy is shown in Figure 2-6. The "frequency 

detector" block for estimating 𝜔𝑔 is a conventional PLL. The "power measurement" block is 

responsible for calculating 𝑃𝑒 and 𝑄𝑒 from the voltage measurements on the filter capacitor (𝑉𝑜𝑢𝑡) 

and the output current (𝐼𝑜𝑢𝑡). The "Q Droop" block performs the conventional Q-v droop control 

and is responsible for generating 𝑄𝑟𝑒𝑓, which is controlled by a PI controller. The "Governor" 

block (implements the conventional P-𝜔 droop control) has the function of generating 𝑃𝑚, which 

is part of the balance equation, and is responsible for calculating 𝜔 and generating 𝜃 through an 

integrator. These, along with the magnitude of the VSM voltage, 𝐸, are the input parameters for 

the PWM block to generate the trigger signals. 

This topology functions as a voltage source converter and, therefore, allows for isolated 

operation. Several improvements have been made to its control structure over the years, with the 

following being noteworthy: in [52], the authors propose the addition of a virtual inductance to 

improve active power sharing and dampen the oscillation it causes. Moreover, reactive power 

sharing is improved based on an inverse droop control v-Q and the estimation of a common AC 

bus voltage. In [53], the authors use a particle swarm optimization algorithm to adjust the system 

parameters to minimize the phase angle deviation and allow for smooth transitions after 

disturbances for the parallel operation of VSMs. 
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Figure 2-6 – Control block diagram of the ISE laboratory topology. 
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Source: Adapted from [52]. 

In Table 2-5, the main advantages and disadvantages of the ISE laboratory topology are 

presented. 

Table 2-5 – Advantages and disadvantages of the ISE laboratory topology. 

Advantages Disadvantages 

Simple replication of synchronous generator 

dynamics 
No overcurrent protection 

PLL required for initial synchronization 

Possible system oscillation if parameters are 

incorrectly tuned 

Allows operation in isolated mode  

Source: Author. 
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2.1.2.2 Synchronous Power Controller 

The SPC is another control algorithm that solves the synchronous generator swing equation 

and was proposed by Rodriguez et al. in [54]. Its structure is similar to that presented in the ISE 

laboratory topology; however, it differs by having a current control loop and a virtual admittance 

block that defines the current reference to be injected into the grid. The SPC control block diagram 

can be seen in Figure 2-7. 

The SPC uses a power-based synchronization method, which ensures power balance in the 

converter and inherently synchronizes the system with the grid. Since the Power Loop Controller 

(PLC) regulates synchronization with the electrical grid, there is no need for any additional 

synchronization mechanism, such as a PLL [55]. 

The PLC block solves the swing equation in the form presented in (2.22), where 𝐻 is the 

inertia constant, 𝑆𝑁 is the nominal power of the generator and 𝜔𝑠 is the nominal angular speed. 

𝜔 = 𝜔∗ +
1

(2𝐻𝑆𝑁/𝜔𝑠)𝑠 + 𝐷
(𝑃∗ − 𝑃) (2.22) 

Figure 2-7  – SPC control block diagram. 
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Source: Adapted from [56]. 

The droop Q-v control loop generates the reactive power reference, 𝑄𝑟𝑒𝑓, which is an input 

parameter for the reactive power controller and that provides the amplitude value, 𝐸, through a PI 

controller. With 𝐸 and 𝜃, resulting from the integration of 𝜔 generated by the PLC, the internal 
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EMF in the 𝛼𝛽 coordinate axis, 𝑒𝛼𝛽, interacts with the grid through the virtual admittance. A PR 

current controller is used to control the current, 𝑖𝛼𝛽, to be injected into the grid. 

Some modifications have been proposed in the literature regarding the function that 

implements the PLC. In [57], the authors propose a PI controller as the transfer function for 

𝐺𝑃𝐿𝐶(𝑠) (function that implements the swing equation and is contained in the PLC block), such 

that tracking of active and reactive powers is achieved with zero error despite variations in the grid 

frequency. In [58], the authors compare three structures for 𝐺𝑃𝐿𝐶(𝑠), where a PI controller was 

used to eliminate the inherent droop response of the initial P-ω PLC structure, and a lead-lag 

transfer function was used to configure three parameters: inertia, damping coefficient, and droop 

gain in steady state, which can be adjusted independently [55]. 

In Table 2-6, the main advantages and disadvantages of the SPC are presented. 

Table 2-6 – Advantages and disadvantages of the SPC. 

Advantages Disadvantages 

Simple replication of synchronous generator 

dynamics 

The initial approach of the PLC results in an 

inherent frequency droop 

No PLL required  Multiple control loops for tuning 

Allows operation in isolated mode  

Overcurrent protection  

Source: Author. 

2.1.3 VSM based on the frequency-power response model 

Control strategies that emulate VSM and fit this type of model are characterized by 

reproducing the inertial response of synchronous generators based on frequency changes. 

Therefore, they can simulate the ability to store or release kinetic energy just like a synchronous 

generator. VSMs that follow this model operate connected to the power grid, thus requiring the 

use of a PLL to obtain the grid phase angle. The control strategies that use this model include the 

Virtual Synchronous Generator (VSG) and the Virtual Synchronous Control (VSYNC) topology. 
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2.1.3.1 Virtual Synchronous Generator 

A VSG consists of an energy storage element, a converter, and a control strategy that makes 

the DC source be seen by the grid as a synchronous generator from the perspective of inertia and 

damping properties [59]. 

In Figure 2-8, the control block diagram of the VSG is shown, and in (2.23) the active 

power output of the VSG, 𝑃𝑉𝑆𝐺 , is presented, where 𝑑Δ𝜔 𝑑𝑡⁄  is the rate of change of angular 

velocity, 𝐾𝑑𝑝 and 𝐾𝑖 are the constants that emulates the damping and inertial characteristics, 

respectively. 

Figure 2-8 – Control block diagram of the VSG. 

𝑃𝐶𝐶 

PWM
Current 

controller

𝑖 
𝐼𝑑
∗  𝑃𝑉𝑆𝐺 → 𝐼𝑑

∗ 
(2.23) 
(2.24) 

𝐼𝑞
∗ = 0 

𝑑Δ𝜔

𝑑𝑡
 Δ𝜔 

PLL
𝑣 

 

Source: Adapted from [9]. 

𝑃𝑉𝑆𝐺 = 𝐾𝑑𝑝Δ𝜔 + 𝐾𝑖 (
𝑑Δ𝜔

𝑑𝑡
) (2.23) 

After calculating 𝑃𝑉𝑆𝐺 , the current references are calculated, and the injected current vector 

𝑖 is controlled in the synchronous dq reference frame. Equation (2.24) shows the calculation of the 

current reference 𝐼𝑑
∗ , where 𝑣𝑑 and 𝑣𝑞 are the voltages at the PCC in dq coordinates. Since only 

the active power is regulated, the q-axis current reference 𝐼𝑞
∗ and 𝑄 are both zero. 

𝐼𝑑
∗ =

2

3
(
𝑣𝑑𝑃𝑉𝑆𝐺

𝑣𝑑
2 + 𝑣𝑞2

) (2.24) 

In Table 2-7, the main advantages and disadvantages of the VSG are presented. 
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Table 2-7 – Advantages and disadvantages of the VSG. 

Advantages Disadvantages 

Simple implementation 
Susceptible to noise due to the use of 

frequency derivative 

Low computational effort  Islanded operation not supported 

Overcurrent protection PLL required 

 Reactive power control not supported 

Source: Author. 

2.1.3.2 Virtual Synchronous Control Topology 

This topology was developed by the VSYNC research group [60], and they proposed an 

approach to emulate the behavior of a synchronous generator in converters by adding an energy 

storage element. This strategy performs synchronous generator emulation based on a PLL. The 

control block diagram of this topology is shown in Figure 2-9. 

Figure 2-9 – Control block diagram of the VSYNC topology. 
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(2.27) 
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Source: Adapted from [43]. 

This topology does not implement reactive power control, and the system dynamics are 

described by (2.25)-(2.27). 

𝑃∗ = 𝑃0 + 𝐾𝑑𝑝Δ𝜔 + 𝐾𝑖 (
𝑑Δ𝜔

𝑑𝑡
) (2.25) 
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𝐼𝑑
∗ =

2

3
(

𝑣𝑑𝑃
∗

𝑣𝑑
2 + 𝑣𝑞2

) (2.26) 

𝐼𝑞
∗ =

2

3
(

𝑣𝑞𝑃
∗

𝑣𝑑
2 + 𝑣𝑞2

) (2.27) 

The variable 𝑃0 is directly related to the energy storage element and is defined as (2.28), 

where 𝐾𝑆𝑂𝐶 must be chosen such that the converter's nominal output power equals 𝑃∗ when the 

State of Charge (SOC) deviation Δ𝑆𝑂𝐶 of the energy storage element reaches its maximum level. 

𝑃0 = 𝐾𝑆𝑂𝐶(Δ𝑆𝑂𝐶) (2.28) 

In [61], the authors implemented an Energy Management System (EMS) to enable multiple 

converters to support the grid proportionally, without supervisory control or communication. 

In Table 2-8, the main advantages and disadvantages of the VSYNC topology are 

presented. 

Table 2-8 – Advantages and disadvantages of the VSYNC topology. 

Advantages Disadvantages 

Simple implementation 
Susceptible to noise due to the use of 

frequency derivative 

Low computational effort  Islanded operation not supported 

Overcurrent protection PLL required 

 Reactive power control not supported 

Source: Author. 

Table 2-9 presents a summary of the techniques discussed, highlighting their main 

advantages and disadvantages, as well as their applicability as either GFM or GFL converters. 
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Table 2-9 – Summary of VSM emulation techniques. 

Technique Advantages Disadvantages Applicability 

VISMA • Overcurrent protection. 

• High-fidelity emulation of 

synchronous-machine 

behavior. 

• No PLL required. 

• High computational effort. 

• Complex model and requires 

the synchronous machine's 

constructive parameters. 

 

GFM 

IEPE 

Topology 

• Enables islanded operation 

without hardware modification. 

• Accurate synchronous-

machine emulation. 

• No PLL required. 

• High computational effort. 

• Complex model. 

• Lacks overcurrent protection. 

• Noise amplification due to 

current differentiation. 

GFM 

Synchronv

erter 

• Capable of islanded 

operation. 

• Faithful emulation of 

synchronous generator 

dynamics. 

• Operates without PLL. 

• Well established in the 

literature. 

• High computational demand. 

• Possible numerical instability. 

• Lacks overcurrent protection 

in some implementations. 

GFM 

KHI 

Topology 

• Simple implementation. 

• Overcurrent protection. 

• PLL required. 

• Needs switching between 

grid-connected and islanded 

modes. 

GFM 

ISE 

Laboratory 

Topology 

• Simplified replication of 

synchronous generator 

dynamics. 

• No overcurrent protection. 

• Possible oscillations if 

parameters are not properly 

GFM 
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• Supports islanded operation. tuned. 

SPC • Simple structure and 

implementation. 

• No PLL required. 

• Provides overcurrent 

protection. 

• Supports islanded operation. 

• Inherent frequency droop in 

its original form. 

• Requires accurate tuning of 

multiple loops. 

GFM 

VSG • Simple implementation. 

• Low computational effort. 

• Overcurrent protection. 

• Sensitive to measurement 

noise. 

• Limited reactive-power 

control. 

• Requires PLL. 

• Cannot operate in islanded 

mode. 

GFL 

VSYNC 

Topology 

• Simple implementation. 

• Overcurrent protection. 

• Sensitive to measurement 

noise. 

• Limited reactive-power 

control. 

• Requires PLL. 

• Cannot operate in islanded 

mode. 

GFL 

 

2.2 State of the Art 

Control strategies for power control in AC systems have been extensively studied over past 

years. The concept of GFM inverter is not new, since the authors in [22] have already proposed a 

strategy to control inverters operating in parallel in standalone AC supply systems, specifically in 

Uninterruptible Power Supply (UPS) systems. 

More recently, new strategies have emerged, with droop control standing out as one of the 
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most widely used. This strategy adjusts P/Q power output based on local frequency/voltage 

deviations (P-f and Q-V droops), enabling decentralized load-sharing among distributed resources 

without communication. In this context, a wireless controller is proposed in [62] with three nested 

loops to achieve stable output impedance and proper power balance in parallel-connected UPS 

inverters. The controller ensures good-quality output voltage waveforms, effective harmonic 

power sharing, and minimal frequency and amplitude deviations during load transients. However, 

this strategy only considers the operation of two inverters in parallel without connection to the 

power grid. In [63], the method relies on feeder current sensing and virtual impedance for islanded 

microgrids, where current measurements are used to estimate the feeder impedance of distributed 

generation units. However, since real microgrids exhibit feeder impedances that can vary over time 

due to configuration changes, this strategy depends on accurately measuring a parameter that is 

inherently time-varying. Furthermore, this strategy does not consider operation under grid-

connected conditions. 

The previously mentioned papers utilize virtual impedance, which aims to shape the output 

impedance of the converter and provides several advantages [64], such as power flow control [65], 

grid fault/disturbance ride-through [66], harmonic/unbalance compensation [67], and enhanced 

stability and robustness of the converters in response to varying grid and load conditions [68]. In 

fact, virtual impedance has been widely used over the years in conjunction with other control 

strategies for power control of GFM inverters, due to the advantages previously mentioned. 

However, droop control is not exclusive to this, and more recent techniques, particularly virtual 

synchronous machines, which is the focus of this thesis, are also seeing widespread adoption. This 

adoption is mainly driven by characteristics of damping and inertia, similar to those exhibited by 

synchronous machines. The following presents various control strategies proposed in recent years 

for GFM inverters, including those based on VSMs. 

In [69], an active-damping control method based on self- and mutual-damping controllers 

to attenuate both self- and mutually induced low-frequency power oscillations was proposed. This 

method improved the damping ratio and inertial response of multiple grid-tied VSMs, thereby 

supporting grid frequency stability. In [70], it was proposed a virtual inductance control strategy 

based on energy conservation principles to mitigate the unstable oscillation of frequency and 

powers, which differs from conventional virtual inductance strategies in that it does not dependent 

on a dual-loop control architecture. In [71], it was implemented virtual reactance instead of using 
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virtual resistance to dampen the low-frequency resonance of the GFM inverter. It is revealed that 

the passivity index can be enhanced by increasing the coupling inductance, and adding virtual 

reactance is an effective way to achieve this. The work presented in [72] adopted a different 

approach based on artificial intelligence to predict oscillation modes and enhance the damping of 

electromechanical inter-area oscillations, thereby improving system stability and ensuring robust 

performance under grid variations. Basically, the strategy presented in [73] aims to predict and 

adaptively tune a dedicated loop of the SPC to damp oscillations and enhance system stability. In 

[74], it was proposed a control strategy using virtual damping for enhancing the system damping 

and virtual reactance to suppress oscillations without altering the synchronverters’ fundamental 

characteristics. In [75], it was proposed a strategy based on virtual damper winding applied to 

GFM inverter to decrease the low-frequency oscillations, utilizing existing state variables without 

requiring a PLL. In [76], it was proposed a generic voltage control scheme for GFM inverters that 

enhances voltage tracking and power regulation in both grid-tied and stand-alone modes, 

addressing conflicts in power loop dynamics and improving overall system stability and 

performance. In the papers mentioned before, the investigation was carried out almost entirely on 

the power control loops, without a deep analysis of the inner loops to improve the dynamic 

response of the GFM inverter. 

In addition to control strategies that use internal current and voltage control loops, there 

are also strategies known as open-loop control [31], [32], [36]. These strategies, although simpler 

to implement since there is no need to tune the internal loops, have the disadvantage of being more 

prone to overload ride-through problems and can even become unstable when connected to strong 

grids [31], [77]. 

The inner control loops and the power control loops interact with each other, which might 

lead to unsatisfactory power control dynamics. The interaction between these loops can cause two 

types of oscillation: synchronous and subsynchronous. Synchronous oscillations are oscillations 

at fundamental frequency, and subsynchronous oscillations are oscillations below the fundamental 

frequency [71], [78]. This PhD thesis proposes a VSM with internal current and voltage control 

loops. However, it is known from [79] that subsynchronous oscillations can arise in strong grids 

due to interactions between the internal voltage control loop and the external P and Q control 

loops. 

Therefore, based on what has been presented, there is a gap in the literature regarding the 
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improvement of the dynamic response of VSMs, focusing on enhancing their inner loops (voltage 

and current) to improve the dynamic response of the VSM and enable it to provide ancillary 

services to the grid. Additionally, it is necessary to improve the performance of the VSM both 

when connected to the grid and operating autonomously. It is also important to analyze the 

operation of the VSM in a microgrid, considering not only the VSM functioning with the grid but 

also its interaction with other elements that constitute it, such as other converters. 

2.3 Chapter Summary 

This chapter initially provided a literature review on VSMs. Based on the common 

characteristics they share, these systems were classified in groups, where the particularities of each 

were presented, along with their advantages and disadvantages. 

The chapter reviewed the state of the art in control strategies for GFM inverters. It 

emphasized the importance of improving the performance of the inner loops—such as the voltage 

and current controllers—to enhance the overall dynamic response of VSMs and improve their 

ability to provide ancillary services to the grid. 

Moreover, it is crucial to enhance VSM performance, not only when they are connected to 

the grid but also during isolated operation. Additionally, the chapter emphasized the need to 

examine how the VSM operates within a microgrid, considering not just its interaction with the 

grid but also its connection with other components that make up the system. 
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CHAPTER III  

3 Virtual Synchronous Machine Control – Inverter Side 

This chapter presents the control strategy for the VSM on the inverter side. It includes the 

modelling of the converter’s inner control loops, as well as the outer loop. The following chapter 

introduces the control strategy for the DC bus. 

3.1 Introduction 

Power electronic converters are pivotal in interfacing RESs with the electrical grid, 

enabling efficient power transfer while adhering to grid codes [80]. However, they face significant 

challenges in real-world scenarios, particularly due to voltage harmonics at the PCC and variations 

in grid impedance, which can degrade performance and stability [81]. 

In grid-connected converters, LCL filters are favored over L filters due to their enhanced 

harmonic attenuation and reduced inductance size requirements [82]. Nevertheless, the LCL filter 

introduces an inherent resonance peak at its resonance frequency 𝑓𝑟, accompanied by a sharp phase 

drop of -180° [83]. This resonance can lead to oscillations in the injected current and, in more 

extreme cases, to instability. 

3.2 LCL Filter Modelling 

Figure 3-1 shows the single-phase equivalent circuit of a three-phase LCL filter, which 

serves as the interface between the converter and the power grid. The variables presented are as 

follows: 𝑣𝑖𝑛𝑣, the modulated output voltage of the converter; 𝐿1 and 𝐿2, the inductances on the 

converter side and the grid side, respectively; 𝑅1 and 𝑅2, the equivalent series resistances (ESR) 

of 𝐿1 and 𝐿2, respectively; 𝐶, the filter capacitance; 𝑅𝐶, the ESR of 𝐶; 𝑣𝑔, the grid voltage; 𝑣𝑐, the 

voltage across the capacitor; 𝑖1, the current through 𝐿1; 𝑖𝑔, the current injected into the grid and 𝑖𝑐, 

the current through the capacitor. 
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Figure 3-1– Single-phase equivalent circuit of the LCL filter. 
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Source: Author. 

By applying Kirchhoff's Voltage Law to the left side of the circuit shown in Figure 3-1, 

(3.1) is obtained: 

𝑣𝑖𝑛𝑣(𝑠) = 𝑅1𝑖1(𝑠) + 𝐿1𝑠𝑖1(𝑠) + 𝑣𝑥(𝑠) (3.1) 

Where 𝑣𝑥(𝑠) is given by (3.2). 

𝑣𝑥(𝑠) = (𝑅𝑐 +
1

𝑠𝐶
)𝑖𝑐(𝑠) (3.2) 

By applying Kirchhoff's Current Law, (3.3) is obtained, and by applying Kirchhoff's 

Voltage Law to the right side of Figure 3-1, (3.4) is obtained. 

𝑖𝑐(𝑠) = 𝑖1(𝑠) − 𝑖𝑔(𝑠) (3.3) 

𝑖𝑔(𝑠) =
1

𝐿2𝑠 + 𝑅2
[𝑣𝑥(𝑠) − 𝑣𝑔(𝑠)] (3.4) 

From the previously derived equations, the block diagram representing the LCL filter 

model can be obtained, as shown in Figure 3-2. 

Figure 3-2 – Block diagram of the LCL filter model. 
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Source: Author. 

After several mathematical manipulations of Equations (3.1)-(3.4), the transfer functions 

relating 𝑖1(𝑠)/𝑣𝑖𝑛𝑣(𝑠) and 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠) can be obtained, given by (3.5) and (3.6), respectively. 
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𝑖1(𝑠)

𝑣𝑖𝑛𝑣(𝑠)𝑣𝑔=0
=

𝐶𝐿2𝑠
2 + 𝐶(𝑅2 + 𝑅𝑐)𝑠 + 1

𝑠3(𝐿1𝐿2𝐶) + 𝑠2𝐶[𝐿1(𝑅𝑐 + 𝑅2) + 𝐿2(𝑅𝑐 + 𝑅1)] +

+𝑠[𝐿1 + 𝐿2 + 𝐶(𝑅𝑐𝑅1 + 𝑅𝑐𝑅2 + 𝑅1𝑅2)] + (𝑅1 + 𝑅2)

 
(3.5) 

𝑖𝑔(𝑠)

𝑣𝑖𝑛𝑣(𝑠)𝑣𝑔=0
=

𝐶𝑅𝑐𝑠 + 1

𝑠3(𝐿1𝐿2𝐶) + 𝑠2𝐶[𝐿1(𝑅𝑐 + 𝑅2) + 𝐿2(𝑅𝑐 + 𝑅1)] +

+𝑠[𝐿1 + 𝐿2 + 𝐶(𝑅𝑐𝑅1 + 𝑅𝑐𝑅2 + 𝑅1𝑅2)] + (𝑅1 + 𝑅2)

 
(3.6) 

3.3 LCL Filter Resonance and Damping Techniques 

3.3.1 Resonance Effect 

Figure 3-3 shows the frequency response of the transfer function 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠), for the 

parameters shown in Table 3-1. The per-unit system uses the base values 𝑆𝐵 = 11 𝑘𝑉𝐴 as the 

three-phase apparent power base, 𝑉𝐵,𝑓 = 220 𝑉 as the base phase voltage (line-to-neutral), and 

𝑓𝐵 = 60 𝐻𝑧 as the base frequency. The ESR values of the components were neglected, as the 

worst-case damping scenario is considered. 

Figure 3-3 shows a high magnitude peak at 𝑓𝑟, with its value in Hz given by (3.7), as well 

as a sharp phase shift that causes a pair of right-half-plane poles in the closed-loop when the phase 

angle reaches -180° [84]. Resonance is an undesired effect, as it indicates low filter impedance at 

𝑓𝑟; therefore, the converter must not excite the resonance, since this can even lead to instability of 

the entire system. To ensure stability, the magnitude peak at 𝑓𝑟 should be damped below 1 (S). 

𝑓𝑟 =
1

2𝜋
√
𝐿1 + 𝐿2
𝐿1𝐿2𝐶

 (3.7) 

Table 3-1 – LCL filter parameters. 

Parameter Value (real) Value (pu) 

𝑳𝟏 1 𝑚𝐻 0.028 

𝑳𝟐 300 𝜇𝐻 0.008 

𝑪 15 𝜇𝐹 0.074 

Source: Author. 
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Figure 3-3 – Frequency response of the LCL filter (𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠)). 
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3.3.2 Resonance Damping Techniques 

There are basically two ways to dampen the resonance produced by the LCL filter: passive 

damping and active damping. The first strategy involves the insertion of a resistor into the filter, 

which can be done in several ways (a resistor in series or in parallel with 𝐿1, 𝐶 ou 𝐿2), but one of 

the most used methods is the addition of a resistor in series with the capacitor. The second strategy 

is based on control algorithms, which can be implemented in two ways: 1 – by inserting a transfer 

function in cascade with the closed-loop plant transfer function, or 2 – by feeding back plant states 

into the closed-loop control diagram. These two forms of active damping will be detailed later. 

3.3.2.1 Passive Damping 

As previously mentioned, this strategy can be based on the addition of a damping resistor, 

𝑅𝑑, in series with 𝐶. According to [85], the value of 𝑅𝑑 can be calculated using (3.8). 

𝑅𝑑 =
1

6𝜋𝑓𝑟𝐶
 (3.8) 

Figure 3-4 presents the frequency response of a generic LCL filter, 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠), for 

different values of 𝑅𝑑, to observe its influence. 

It can be observed from Figure 3-4 that 𝑅𝑑 was varied between 0 Ω e 5 Ω, and that its 



63 

 

 

increase leads to a reduction in the resonance peak. The value of 5 Ω corresponds to 37.8 % of the 

base impedance, or 0.378 pu. In other words, it positively affects the influence of resonance. 

However, it can also be seen that in the high-frequency region, the filter's admittance increases as 

𝑅𝑑 increases, which means a reduction in the attenuation of high-frequency harmonic components. 

Another drawback of using passive damping is the increase in circuit losses, since the resistor 

dissipates power. 

Figure 3-4 – Effect of increasing 𝑅𝑑 on the frequency response of an LCL Filter. 
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3.3.2.2 Active Damping 

3.3.2.2.1 Cascaded Transfer Function 

One of the active damping solutions is the insertion of a transfer function in cascade with 

the transfer function of the LCL filter, with the aim of cancelling out the effects of the plant’s 

resonant poles. This function is known in the literature as a Notch filter and is defined in (3.9) 

[86]: 

𝑁𝑛(𝑠) = (
𝑠2 + 2𝐷𝑧𝜔𝑛𝑓𝑠 + 𝜔𝑛𝑓

2

𝑠2 + 2𝐷𝑝𝑜𝜔𝑛𝑓𝑠 + 𝜔𝑛𝑓
2 )

𝑛

 (3.9) 

Where 𝜔𝑛𝑓 is the Notch frequency, 𝐷𝑧 and 𝐷𝑝𝑜 are the damping factors for the complex 

conjugate zeros and poles, respectively, and 𝑛 is the number of sections. 
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In digital implementations, 𝐷𝑧 = 0 to force the complete cancellation of the low-damped 

resonant poles of the filter. Figure 3-5 shows the block diagram for 𝑖𝑔 control using the Notch filter 

as active damping. The function 𝐺𝑖(𝑠) represents a current controller, which will be discussed in 

more detail throughout this work, and 𝜔𝑟𝑒𝑠 represents the resonance frequency of the LCL filter 

in rad/s. 

Figure 3-5 – Block diagram of 𝑖𝑔 control using the Notch filter. 
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Source: Author. 

Figure 3-6 shows the frequency response of the plant transfer function 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠) and 

the transfer function of the Notch filter with the plant 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣
∗ (𝑠). It can be observed that with 

the use of the filter, the resonance effect was mitigated, and the issue of reduced high-frequency 

attenuation—present in passive damping—did not occur. 

Figure 3-6 – Frequency response of the system with and without the Notch filter. 
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It is worth noting that 𝜔𝑟𝑒𝑠 must be accurately known for the Notch filter to function 
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properly. However, due to parameter variations in the filter components or changes in the grid 

impedance, the exact cancellation of the resonant poles may not occur, which can result in an 

ineffective strategy in practice. To address this issue, 𝜔𝑟𝑒𝑠 should be detected online so that 𝜔𝑛𝑓 

can be accordingly selected. Reference [87] presents a methodology for detecting 𝜔𝑟𝑒𝑠. 

3.3.2.2.2 State Feedback of the Plant 

Active damping solutions based on plant state feedback are primarily built upon the use of 

one of the following signals: feedback of 𝑖𝑐, 𝑣𝑐 or 𝑖𝑔. In [83], it is shown that a resistor in parallel 

with 𝐶 appears to be the most effective form of passive damping. Based on this premise, 

expressions for active damping solutions are derived so that they are equivalent to virtually placing 

a resistor in parallel with 𝐶.  

It is demonstrated that feedback of 𝑖𝑐, 𝑣𝑐 or 𝑖𝑔 provides damping to the system when each 

of these states is used as the input to a feedback function 𝐺𝑎𝑑(𝑠). For 𝑖𝑐(𝑠), 𝑣𝑐(𝑠) and 𝑖𝑔(𝑠), 

𝐺𝑎𝑑(𝑠) can be a constant, a differentiator, or a second-order differentiator, respectively [83]. 

Figure 3-7 shows the generic block diagram for 𝑖𝑔 control using plant state feedback. 

Figure 3-7 – Block diagram of 𝑖𝑔 control using state feedback as active damping. 
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Source: Author. 

Figure 3-8 shows the frequency response of the system presented in Figure 3-7, comparing 

the cases with and without 𝑖𝑐 feedback as an active damping strategy. With 𝑖𝑐 feedback, the transfer 

function is 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣
∗ (𝑠), while without 𝑖𝑐 feedback, the transfer function is 𝑖𝑔(𝑠)/𝑣𝑖𝑛𝑣(𝑠). As 

was shown for the Notch filter, it can be observed that 𝑖𝑐 feedback also attenuated the resonance 

effect and did not reduce the filter's high-frequency attenuation. For this case, 𝐺𝑎𝑑(𝑠) =

2𝐷𝑝𝑜𝜔𝑛𝑓𝐿1. 
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Figure 3-8 – Frequency response of the system with and without 𝑖𝑐 feedback. 
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3.4 Effect of Computational Delay on Active Damping Through Capacitor 

Current Feedback 

In the previous section, some active damping techniques for mitigating the effect of 

resonance in LCL filters were shown and analyzed. However, computational delay was not 

considered and cannot be disregarded in digitally controlled systems. In this section, the influence 

of computational delay on capacitor current feedback active damping (CCFAD) is analyzed. 

3.4.1 Delay Model 

The delay can be modelled as a function of the control processing time and the digital PWM 

modulation. Considering symmetric sampling, the delay due to control processing is in general 

one sampling period, 𝑇𝑠, and the delay introduced by the PWM is 0.5𝑇𝑠, totaling 𝑇𝑑𝑒𝑙𝑎𝑦 = 1.5𝑇𝑠. 

With these considerations, the delay function, 𝐺𝑑(𝑠), is modelled as (3.10) [88]. 

𝐺𝑑(𝑠) = 𝑒−1.5𝑠𝑇𝑠 (3.10) 

The model presented in (3.10) is unsuitable for analysis using classical control tools, such 

as root locus and frequency response, as it is a non-linear function. Therefore, the delay 𝐺𝑑(𝑠) was 

approximated using the first-order Padé approximation with a zero in the right half-plane [89], 
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given by (3.11). 

𝐺𝑑(𝑠) ≅
1 − 𝑠𝑇𝑑𝑒𝑙𝑎𝑦 2⁄

1 + 𝑠𝑇𝑑𝑒𝑙𝑎𝑦/2
 (3.11) 

3.4.2 The Delay and the Capacitor Current Feedback Active Damping 

CCFAD is a simple and commonly used approach to mitigate the LCL filter resonance. 

However, when CCFAD is implemented in control systems, the inherent delay causes it to behave 

as if a virtual impedance 𝑍𝑣 is inserted in parallel with 𝐶 [83]. Figure 3-9 shows the equivalent 

circuit, where 𝑅𝑒𝑞 is the equivalent resistor, 𝑋𝑒𝑞 is the equivalent reactance, and 𝑣𝑝𝑐𝑐 is the voltage 

at the PCC. 

Figure 3-9 – Equivalent circuit. 
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Source: Adapted from [83]. 

The expression of 𝑍𝑣 is given by (3.12) [90]. 

𝑍𝑣 =
𝐿1

𝐶𝐾𝑎𝑑
𝑒1.5𝑇𝑠𝑠 (3.12) 

Being 𝐾𝑎𝑑 the proportional gain of CCFAD, in other words, 𝐺𝑎𝑑(𝑠) = 𝐾𝑎𝑑 for this case. 

Making 𝑠 = 𝑗𝜔 into (3.12), yields to (3.13). 

𝑍𝑣(𝑗𝜔) =
𝑗𝑋𝑒𝑞(𝜔)𝑅𝑒𝑞(𝜔)

𝑅𝑒𝑞(𝜔) + 𝑋𝑒𝑞(𝜔)
=

𝐿1
𝐶𝐾𝑎𝑑

cos(1.5𝜔𝑇𝑠) + 𝑗
𝐿1

𝐶𝐾𝑎𝑑
sin(1.5𝜔𝑇𝑠) (3.13) 

By analyzing (3.13), (3.14) and (3.15) are obtained: 
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𝑅𝑒𝑞(𝜔) =
𝐿1

𝐶𝐾𝑎𝑑 cos(1.5𝜔𝑇𝑠)
 (3.14) 

𝑋𝑒𝑞(𝜔) =
𝐿1

𝐶𝐾𝑎𝑑 sin(1.5𝜔𝑇𝑠)
 (3.15) 

According to these equations, it can be observed that 𝑅𝑒𝑞 is positive in the range (0, 𝑓𝑠/6) 

and negative in the range (𝑓𝑠/6, 𝑓𝑠/2), where 𝑓𝑠 is the sampling frequency. It is also observed that 

𝑋𝑒𝑞 is inductive in the range (0, 𝑓𝑠/3) and capacitive in the range (𝑓𝑠/3, 𝑓𝑠/2). Figure 3-10 shows 

the plot of 𝑅𝑒𝑞 and 𝑋𝑒𝑞, and it is possible to observe the behavior described in the previous 

statements. The region with negative resistance leads to the insertion of open-loop unstable poles 

at the current loop [91]. 

The work presented in [92] shows that if the 𝑓𝑟 of the LCL filter is above 𝑓𝑠/6, the use of 

active damping techniques is not necessary. However, the value of the line impedance, which is in 

series with 𝐿2, may change, consequently altering the value of 𝑓𝑟 and moving it into a prohibited 

region. 

Figure 3-10 – Plot of 𝑅𝑒𝑞 and 𝑋𝑒𝑞 as a function of frequency. 
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3.5 Passivity 

This section will introduce the concept of passivity as applied to power converters, which 

will be important for the subsequent analysis of the proposed enhanced current control strategy. 

Passivity in control systems is an energy-based property, where a system is said to be 

passive if it does not generate more energy than it receives [93]; this characteristic makes passivity 

the foundation for passivity-based control, which emerges as an alternative to provide sufficient 

conditions for the stability of complex systems, regardless of the configuration or the number of 

converters connected to the grid. 

The passivity theory in the frequency domain states that a linear system 𝐺(𝑠) is passive if 

the following conditions are satisfied [94]: 

1. 𝑅𝑒{𝑝𝑖} ≤ 0, 𝑖 = 1,… , 𝑛 

2. 𝑅𝑒{𝐺(𝑗𝜔)} ≥ 0, ∀𝜔 

3. −𝜋 2⁄ ≤ ∠𝐺(𝑗𝜔) ≤ 𝜋 2⁄  

where 𝑝𝑖 are the poles of 𝐺(𝑠), and 𝜔 is the frequency. 

The block diagram shown in Figure 3-11 (which considered a simplified L filter) will serve 

as the basis for the analysis of the passivity concept, and the analysis to be presented follows the 

approach used in [95]. It is emphasized that the dynamics of the DC link were neglected. Here, 

𝐺𝑓𝑓(𝑠) is the voltage decoupling function, and 𝑍𝑔 is the grid impedance. 

The block diagram in Figure 3-11 can be represented by the equivalent impedance-

admittance model shown in Figure 3-12, where 𝐺𝐶𝐿(𝑠) is the internal closed-loop transfer function 

that relates 𝑖𝑔(𝑠)/𝐼
∗(𝑠) and 𝑌(𝑠) is the input admittance as "seen" from the PCC. 

Applying Kirchhoff’s voltage law to Figure 3-12 yields (3.16): 

𝑖𝑔(𝑠) =
𝐺𝐶𝐿(𝑠)

1 + 𝑍𝑔(𝑠)𝑌(𝑠)
𝐼∗(𝑠) −

𝑌(𝑠)

1 + 𝑍𝑔(𝑠)𝑌(𝑠)
𝑣𝑔(𝑠) (3.16) 
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Figure 3-11– Circuit for passivity analysis. 
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Figure 3-12 – Equivalent impedance-admittance model. 
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The closed-loop stability (Figure 3-12) can be analyzed by applying the Nyquist criterion 

to the open-loop transfer function 𝑌(𝑠)𝑍𝑔(𝑠) in (3.16). Therefore, an expression for 𝑌(𝑠) must be 

obtained, since 𝑍𝑔(𝑠) is passive as it consists of passive elements. 

Equation (3.17) and (3.18) can be derived by analyzing Figure 3-11and Figure 3-12, 

respectively. 

𝐺𝐶𝐿(𝑠) =
𝐺𝑖(𝑠)𝑒

−𝑠𝑇𝑑𝑒𝑙𝑎𝑦

𝑠𝐿1 + 𝐺𝑖(𝑠)𝑒
−𝑠𝑇𝑑𝑒𝑙𝑎𝑦

 (3.17) 

𝑌(𝑠) =
𝐺𝐶𝐿(𝑠)𝐼

∗(𝑠) − 𝑖𝑔(𝑠)

𝑣𝑝𝑐𝑐(𝑠)
 (3.18) 

By substituting (3.17) into (3.18), (3.19) is obtained: 

𝑌(𝑠) =
𝐺𝑖(𝑠)𝑒

−𝑠𝑇𝑑𝑒𝑙𝑎𝑦[𝐼∗(𝑠) − 𝑖𝑔(𝑠)] − 𝑠𝐿1𝑖𝑔(𝑠)

𝑣𝑝𝑐𝑐(𝑠)(𝑠𝐿1 + 𝐺𝑖(𝑠)𝑒
−𝑠𝑇𝑑𝑒𝑙𝑎𝑦)

 (3.19) 

From Figure 3-11, (3.20) can be obtained, and substituting (3.20) into (3.19) yields (3.21): 
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𝑣𝑝𝑐𝑐(𝑠) =
𝐺𝑖(𝑠)[𝐼

∗(𝑠) − 𝑖𝑔(𝑠)]𝑒
−𝑠𝑇𝑑𝑒𝑙𝑎𝑦 − 𝑠𝐿1𝑖𝑔(𝑠)

1 − 𝐺𝑓𝑓(𝑠)𝑒
−𝑠𝑇𝑑𝑒𝑙𝑎𝑦

 (3.20) 

𝑌(𝑠) =
1 − 𝐺𝑓𝑓(𝑠)𝑒

−𝑠𝑇𝑑𝑒𝑙𝑎𝑦

𝑠𝐿1 + 𝐺𝑖(𝑠)𝑒
−𝑠𝑇𝑑𝑒𝑙𝑎𝑦

 (3.21) 

The passivity method will be analyzed considering a proportional controller 𝐾 and 

𝐺𝑓𝑓(𝑠) = 0. Therefore, (3.21) can be rewritten as (3.22): 

𝑌(𝑗𝜔) =
1

{𝐾 cos(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) + 𝑗[𝐿1𝜔 − 𝐾 sin(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]}
 (3.22) 

By multiplying (3.22) by the complex conjugate in the numerator and denominator, we 

obtain (3.23): 

𝑌(𝑗𝜔) =
𝐾 cos(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) − 𝑗[𝐿1𝜔 − 𝐾 sin(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]

{𝐾2cos2(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) + [𝐿1𝜔 −𝐾 sin(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]
2
}
 (3.23) 

The real part of (3.23) is shown in (3.24): 

𝑅𝑒{𝑌(𝑗𝜔)} =
𝐾 cos(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)

[𝐾2 + 𝐿1
2𝜔2 − 2𝐿1𝜔𝐾 sin(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]

 (3.24) 

Applying the passivity condition 𝑅𝑒{𝑌(𝑗𝜔)} ≥ 0, it can be observed that this condition is 

satisfied when 𝜔𝑇𝐷𝑒𝑙𝑎𝑦 ≤
𝜋

2
. Since 𝑇𝑑𝑒𝑙𝑎𝑦 = 1.5𝑇𝑠, the system is passive for all 𝜔 ≤

𝜔𝑠

6
, where 𝜔𝑠 

is the sampling frequency in rad/s.  

Figure 3-13 shows the normalized real part of 𝑌(𝑠) as a function of normalized 𝜔. It can 

be observed that from approximately 𝜔𝑠 6⁄  onward, the function presents negative values up to the 

Nyquist frequency. Therefore, the system would be unstable for resonance frequencies in the range 

𝜔𝑠/6 ≤ 𝜔𝑟𝑒𝑠 ≤ 𝜔𝑠/2, where 𝜔𝑟𝑒𝑠 is the resonance frequency in rad/s. 
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Figure 3-13 – 𝑅𝑒{𝑌(𝑗𝜔)} as a function of 𝜔. 
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Source: Author. 

It can be observed that the frequency 𝜔𝑠/6 appears as a critical frequency for ensuring 

stability; therefore, the passivity region must be extended to improve robustness of stability against 

variations in grid impedance. One way to increase this region is to consider a proportional 

controller 𝐾 and 𝐺𝑓𝑓(𝑠) = 𝑠𝑇, where 𝑇 is an arbitrary constant [95]. Equation (3.21) is then 

rewritten as (3.25): 

𝑌(𝑗𝜔)

=
[1 − 𝑗𝜔𝑇 × 𝑐𝑜𝑠(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) − 𝜔𝑇 × 𝑠𝑖𝑛 (𝜔𝑇𝑑𝑒𝑙𝑎𝑦)] × {𝐾𝑐𝑜𝑠(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) − 𝑗[𝜔 − 𝐾 𝑠𝑖𝑛(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]}

{𝐾2 𝑐𝑜𝑠2(𝜔𝑇𝑑𝑒𝑙𝑎𝑦) + [𝜔𝐿1 − 𝐾𝑠𝑖𝑛(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]
2
}

 
(3.25) 

The real part of (3.25) is given by (3.26): 

𝑅𝑒{𝑌(𝑗𝜔)} =
(𝐾 − 𝜔2𝑇𝐿1) × cos(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)

[𝐾2 + 𝜔2𝐿1
2 − 2𝜔𝐿1𝐾 sin(𝜔𝑇𝑑𝑒𝑙𝑎𝑦)]

 (3.26) 

The sign change in (3.26) occurs at 𝜔 =
𝜋

2𝑇𝑑𝑒𝑙𝑎𝑦
. Therefore, the parameter 𝑇 can be chosen 

to shift this sign change, which occurs under the condition given in (3.27): 

(𝐾 − 𝜔2𝑇) = 0 ⇒ 𝑇 =
4𝐾𝑇𝑑𝑒𝑙𝑎𝑦

2

𝜋2𝐿1
 (3.27) 
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Figure 3-14 shows the normalized real part of 𝑌(𝑠) as a function of normalized 𝜔, with the 

gain 𝑇 adjusted accordingly. It can be observed that with 𝐺𝑓𝑓(𝑠) included, the system became 

stable for all 𝜔 ≤ 𝜔𝑠/2. 

Figure 3-14 – 𝑅𝑒{𝑌(𝑗𝜔)} as a function of 𝜔 with 𝑇 =
4𝐾𝑇𝑑𝑒𝑙𝑎𝑦
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3.6 Current Control Loop Design 

This section presents the proposed current control strategy based on CCFAD and Capacitor 

Voltage Decoupling (CVD). The use of CCFAD aims to mitigate the effect of 𝑓𝑟, while the use of 

CVD is intended to enhance the converter's disturbance rejection capability. 

3.6.1 System Description 

The topology of the bidirectional GFM converter is shown in Figure 3-15. This converter 

is composed of two stages: one battery bank with a bidirectional DC-DC converter (this stage will 

be explained later), and a three-phase inverter. The inverter is connected to the grid through an 

LCL filter, where 𝐿1 is the converter-side inductance, 𝐶 is the filter capacitance and, 𝐿2 is the grid-

side inductance. The resistances 𝑅1 and 𝑅2 are the ESRs of 𝐿1 and 𝐿2, respectively. Additionally, 

𝐿𝑔 represents the grid inductance and 𝑣𝑔 represents the grid voltage. 
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Figure 3-15 – Bidirectional GFM converter topology. 
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Source: Author. 

The control strategy used for the inverter is VSM. The outer control loops consist of the 

Active Power Controller (APC) and the Reactive Power Controller (RPC). The APC is responsible 

for regulating the active power 𝑃𝑒, with the active power reference denoted as 𝑃∗, and generates 

the phase reference 𝜃 as its output. The measured active power 𝑃𝑒 is filtered by a low-pass filter 

(LPF) with a cutoff frequency of 100 Hz. The other parameters of this block, 𝐽, 𝜔𝑛, 𝜔 and 𝐷𝑝, 

represent the moment of inertia, the rated rotor angular frequency, the actual rotor angular 

frequency, and the damping coefficient of active power-frequency, respectively. The RPC controls 

the reactive power 𝑄𝑒, with the reactive power reference given by 𝑄∗, and produces the amplitude 

of electromotive force of the VSM, 𝐸, at its output. The measured reactive power 𝑄𝑒 is also filtered 

by a LPF with a cutoff frequency of 100 Hz. The other parameters in this block, 𝐾, 𝑈𝑛, 𝑈 and 𝐷𝑞, 

represent the regulator coefficient of reactive power, the effective value of the rated voltage 

amplitude, the effective value of the actual voltage amplitude, and the droop coefficient of reactive 

power voltage, respectively. The parameters 𝜃 and 𝐸 define the reference voltages in the 𝛼𝛽 

coordinate system, 𝐸𝛼 and 𝐸𝛽, for the virtual impedance block. This block consists of a virtual 

resistance, 𝑅𝑉, and a virtual inductance, 𝐿𝑉. The output of this block generates the references 

(𝑣𝑐𝛼
∗ , 𝑣𝑐𝛽

∗ ) for the voltage controller. The capacitor voltage 𝑣𝑐𝛼𝛽 is controlled through a PR 
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controller 𝐺𝑣, and a function 𝐺𝑓𝑓 is employed to improve the dynamics of the converter. The 

voltage controller generates the references (𝑖𝑔𝛼
∗ , 𝑖𝑔𝛽

∗ ) for the current controller. The injected current 

𝑖𝑔𝛼𝛽 is controlled through a lead compensator 𝐺𝑖, and the functions 𝐺𝑎𝑑 and 𝐺𝑐𝑣𝑑 are used to 

mitigate the effect of 𝑓𝑟 and to enhance the inverter's disturbance rejection capability, respectively. 

3.6.2 Current Controller Design 

As mentioned earlier, 𝑖𝑔𝛼𝛽 is controlled by a lead compensator, whose transfer function is 

given by (3.28). 𝑅𝑎 is the proportional gain, and 𝑘𝐿 [96] is the lead gain designed to reduce the 

effects of computational delay. Figure 3-16 presents the block diagram of the current control loop. 

The computational delay is 𝑇𝑠, and it is modeled as 𝑧−1 in discrete time domain. The PWM delay 

is represented by the zero-order hold (ZOH). 

Figure 3-16 – Control block diagram of the current loop. 
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Source: Author. 

𝐺𝑖(𝑧) =
𝑅𝑎

1 + 𝑘𝑙𝑧−1
 (3.28) 

The LCL filter complete transfer function, relating the current 𝑖𝑔 to the inverter terminal 

voltage 𝑣𝑖𝑛𝑣, is given by (3.6). For easier tuning of 𝑅𝑎, the filter is approximated as an equivalent 

L-filter, with total inductance 𝐿𝑇 = 𝐿1 + 𝐿2 and total ESR 𝑅𝑇 = 𝑅1 + 𝑅2 [92]. The simplified 

transfer function is given by (3.29). 

𝑖𝑔𝑇(𝑠)

𝑣𝑖𝑛𝑣𝑇(𝑠)
=

1

𝐿𝑇𝑠 + 𝑅𝑇
 (3.29) 

To validate this approximation, Figure 3-17 shows the frequency response of (3.6) (𝑅𝑐 is 
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neglected) and (3.29). It can be noticed that up to a frequency of approximately 2 kHz, the models 

are equivalent. Therefore, the bandwidth of the current controller will be tuned for a bandwidth of 

2 kHz. 

Figure 3-17 – Open-loop frequency response of the LCL filter and the equivalent L filter. 
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Source: Author. 

The plant parameters in the discrete-time domain, a and b, are given by (3.30) and (3.31), 

respectively. The closed-loop transfer function, shown in Figure 3-18, is given by (3.32). Defining 

the desired natural frequency 𝜔𝑛 and the damping factor 𝜁 for the closed-loop system, the system’s 

dominant poles, 𝑝1 and 𝑝2, are calculated using (3.33), where 𝜔𝑑 = 𝜔𝑛√1 − 𝜁2. From these poles, 

the controller gains are calculated using (3.34) and (3.35) [97]. 

𝑎 = 𝑒
−(

𝑅𝑇
𝐿𝑇

)𝑇𝑠
 (3.30) 

𝑏 =
1 − 𝑎

𝑅𝑇
 (3.31) 

𝑖𝑔𝛼𝛽(𝑧)

𝑖𝑔𝛼𝛽
∗ (𝑧)

=
𝑅𝑎𝑏

(𝑧 + 𝑘𝑙)(𝑧 − 𝑎) + 𝑅𝑎𝑏
 (3.32) 

𝑝1,2 = 𝑒−𝜁𝜔𝑛𝑇𝑠[cos(𝜔𝑑𝑇𝑠) ± 𝑗 sin(𝜔𝑑𝑇𝑠)] (3.33) 

𝑘𝑙 = 𝑎 − (𝑝1 + 𝑝2) (3.34) 

𝑅𝑎 = (𝑝1𝑝2 + 𝑘𝑙𝑎) 𝑏⁄  (3.35) 
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Figure 3-18 – Closed-loop block diagram used for controlling 𝑖𝑔𝛼𝛽. 
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Source: Author. 

As mentioned earlier, the current controller bandwidth was set to 2 kHz, with 𝜁 = 0.9 and 

𝜔𝑛 = 2𝜋 × 1650 rad/s. The current controller gains are listed in Table 3-2. 

Table 3-2 – Current Controller Gains. 

Parameter Value 

𝑹𝒂 5.6 

𝒌𝒍 0.27 

Source: Author. 

It is well known that achieving high control bandwidth is closely related to the converter 

power level and, consequently, its 𝑓𝑠𝑤. For high-power converters, the 𝑓𝑠𝑤 is typically lower, and 

therefore a chosen bandwidth of, for example, 2 kHz may already correspond to the converter’s 

own 𝑓𝑠𝑤, making such bandwidth unattainable in practice. 

Nevertheless, the lead compensation technique presented can still be applied to high-power 

converters in order to increase their achievable bandwidth, while respecting the limits imposed by 

the 𝑓𝑠𝑤. 

To clarify this effect, Table 3-3 presents the maximum bandwidths for which the closed-

loop system exhibits only real poles, both without and with lead compensation. The results are 

shown for two 𝑓𝑠𝑤: 3 kHz and 1 kHz. 

The system model is an RL-type plant, with 𝑅 = 0.01 Ω and 𝐿 = 408 𝜇𝐻. These RL values 

were chosen to represent typical filter parameters in higher-power converters. 

As can be observed, the maximum bandwidth that yields only real closed-loop poles 

without lead compensation decreases as the 𝑓𝑠𝑤 decreases (as in high-power systems). However, 

the use of lead compensation enables an increase in the achievable bandwidth even under such 
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low-switching-frequency conditions. 

Table 3-3 – Comparison of Maximum Closed-Loop Bandwidths With and Without Lead 

Compensation Under Different Switching Frequencies. 

 Without lead compensation With lead compensation 

𝑓𝑠𝑤 = 3 𝑘𝐻𝑧 370 𝐻𝑧 817 𝐻𝑧 

𝑓𝑠𝑤 = 1 𝑘𝐻𝑧 114 𝐻𝑧 274 𝐻𝑧 

Source: Author. 

3.6.3 Capacitor Current Feedback Active Damping Design 

To mitigate the LCL resonance, a first-order phase-lead compensator was implemented, 

and its transfer function is shown in (3.36), where 𝜏𝐿 and 𝛼𝐿 are the compensation parameters. 

𝐺𝑎𝑑(𝑠) =
1 + 𝜏𝐿𝑠

1 + 𝛼𝐿𝜏𝐿𝑠
 (3.36) 

The parameter 𝜏𝐿 is tuned according to (3.37), and the primary objective of 𝐺𝑎𝑑(𝑠) is to 

achieve the maximum phase lead at the filter’s resonance angular frequency 𝜔𝑟 = 2𝜋𝑓𝑟. As a 

result, the value of 𝜔𝑟 is selected based on the filter parameters provided in Table 3-1. Figure 3-19 

shows the frequency response of 𝐺𝑎𝑑(𝑠) for different values of 𝛼𝐿 is shown. As can be seen, as 

the value of 𝛼𝐿 increases, the phase lead from 𝑓𝑟 decreases, while the phase lead increases when 

𝛼𝐿 is decreased. However, decreasing the value of 𝛼𝐿 leads to an increase in the gain at high 

frequencies, which is detrimental since it may amplify high-frequency noise. Taking this into 

account, 𝛼𝐿 = 0.1 is chosen as a balance between phase lead and limiting the gain at high 

frequencies [98], which results in a value of 𝜏𝐿 = 1.86 × 10−4.   

𝜏𝐿 =
1

𝜔𝑟√𝛼𝐿
 (3.37) 

 

 

 

 



79 

 

 

Figure 3-19 – Frequency response of 𝐺𝑎𝑑(𝑠). 
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Source: Author. 

To derive the transfer function 𝐺𝑎𝑑(𝑧), the continuous-time transfer function 𝐺𝑎𝑑(𝑠) was 

discretized using the Tustin method, which was chosen to provide a more accurate approximation 

between the continuous and discrete time domains. 

3.6.4 Capacitor Voltage Decoupling Design 

Before proceeding with the CVD design, the expression representing the output impedance 

of the inverter as seen by the grid, 𝑍𝑜(𝑠), must be derived, since it is from this expression that the 

converter’s disturbance rejection can be analyzed. This derivation will be carried out in the 

continuous-time domain, as it provides a simpler approach for obtaining an analytical expression 

that represents 𝑍𝑜(𝑠). The function 𝑍𝑜(𝑠) can be obtained through simplifications in Figure 3-20.  
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Figure 3-20 – Block diagram simplifications to derive 𝑍𝑜(𝑠). 
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Source: Author. 

First, the block diagram shown in Figure 3-20 (a) is altered to obtain the block diagram as 

shown in Figure 3-20 (b). To do that, the feedback of 𝑣𝑐𝛼𝛽(𝑠) is replaced with 𝑖𝑐𝛼𝛽(𝑠), and its 

feedback node is relocated to the output of 𝐺𝑖(𝑠). Then, by combining the two feedback functions 

of 𝑖𝑐𝛼𝛽(𝑠) and moving the feedback node of 𝑖𝑔𝛼𝛽(𝑠) from the output 
1

𝐿1𝑠+𝑅1
 to the output of 𝐺𝑖(𝑠), 

Figure 3-20 (c) is obtained. The function 𝑋(𝑠) in Figure 3-20 (d) is derived from the simplification 

of the blocks highlighted in Figure 3-20 (c), and is given by (3.38). Figure 3-20 (d) can be redrawn 

as Figure 3-20 (e) and simplifying the highlighted area results in Figure 3-20 (f). 

The transfer functions 𝐺1(𝑠) and 𝐺2(𝑠) are given by (3.39) and (3.40), respectively. Thus, 

based on (3.39) and (3.40), 𝑍𝑜(𝑠) is expressed by (3.41). The coefficients 𝑏7 to 𝑏0 and 𝑎6 to 𝑎1 
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are shown in Appendix A. 

𝑋(𝑠) =
𝐺𝑑(𝑠)

𝑠2𝐿1𝐶 + 𝑠𝐶[𝑅1 + 𝐺𝑎𝑑(𝑠)𝐺𝑑(𝑠)] + 1 − 𝐺𝑐𝑣𝑑(𝑠)𝐺𝑑(𝑠)
 (3.38) 

𝐺1(𝑠) =
𝐺𝑖(𝑠)𝐺𝑑(𝑠)

𝐿1𝐶𝑠2 + 𝐶(𝑅1 + 𝐺𝑎𝑑(𝑠)𝐺𝑑(𝑠))𝑠 + 1 − 𝐺𝑐𝑣𝑑(𝑠)𝐺𝑑(𝑠)
 (3.39) 

𝐺2(𝑠) =
𝐿1𝐶𝑠

2 + 𝐶[𝑅1 + 𝐺𝑎𝑑(𝑠)𝐺𝑑(𝑠)]𝑠 + 1 − 𝐺𝑐𝑣𝑑(𝑠)𝐺𝑑(𝑠)

𝐿1𝐿2𝐶𝑠3 + 𝐶(𝐿2𝑅1 + 𝐿2𝐺𝑎𝑑(𝑠)𝐺𝑑(𝑠) + 𝐿1𝑅2)𝑠2 +⋯

…[𝐿1 + 𝐿2 − 𝐿2𝐺𝑐𝑣𝑑(𝑠)𝐺𝑑(𝑠)]𝑠 + 𝑅1 + 𝑅2 − 𝑅2𝐺𝑐𝑣𝑑(𝑠)𝐺𝑑(𝑠)

 
(3.40) 

𝑍𝑜(𝑠) =
𝑏7𝑠

7 + 𝑏6𝑠
6 + 𝑏5𝑠

5 + 𝑏4𝑠
4 + 𝑏3𝑠

3 + 𝑏2𝑠
2 + 𝑏1𝑠 + 𝑏0

𝑎6𝑠
6 + 𝑎5𝑠

5 + 𝑎4𝑠
4 + 𝑎3𝑠

3 + 𝑎2𝑠
2 + 𝑎1𝑠

 (3.41) 

With the expression for 𝑍𝑜(𝑠) of the inverter established, the following subsections 

evaluate scenarios without CVD and with CVD under different strategies. Additionally, the 

designed controller 𝐺𝑖(𝑧) was converted to its continuous-time equivalent 𝐺𝑖(𝑠) using the Tustin 

method for the analysis presented below. 

3.6.4.1 Without Capacitor Current Feedback Active Damping and Capacitor Voltage 

Decoupling 

In this situation, 𝑍𝑜(𝑠) is analyzed without using CCFAD and CVD. Figure 3-21 (a) shows 

the frequency response of 𝑍𝑜(𝑠), where the phase exceeds the 90° and -90° limits starting from a 

certain frequency. This indicates that the system may become unstable when the converter operates 

connected to the grid, according to passivity theory. 

3.6.4.2 With Capacitor Current Feedback Active Damping as a Lead Compensator and 

Capacitor Voltage Decoupling as a constant function 

A common strategy used in literature is to decouple 𝑣𝑐 with a constant function. Figure 

3-21 (b) shows the frequency response of 𝑍𝑜(𝑠) when 𝐺𝑐𝑣𝑑(𝑠) = 0.9 is used. Figure 3-21 (b) 

shows that passivity is ensured and disturbance rejection is improved compared to the previous 

case, as the magnitude of 𝑍𝑜(𝑠) at low frequencies has increased. 
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3.6.4.3 With Capacitor Current Feedback Active Damping and Capacitor Voltage Decoupling 

as a lead compensator 

An alternative to improve low-frequency disturbance rejection would be to use a lead 

compensation, as shown in (3.42). The coefficients 𝜏𝑧 and 𝜏𝑝 are designed to compensate for the 

delay 𝐺𝑑(𝑠) at the grid frequency 𝑓𝑔, which is approximately 3.2 degrees for 60 Hz. Thus, the 

designed parameters are 𝜏𝑧 = 1.8041 × 10−4 and 𝜏𝑝 = 3.4354 × 10−5. Figure 3-21 (c) shows a 

significant increase in disturbance rejection; however, the stability limit was exceeded, as the phase 

dropped below -90 degrees over a certain frequency range. 

𝐺𝑐𝑣𝑑(𝑠) =
1 + 𝜏𝑧𝑠

1 + 𝜏𝑝𝑠
 (3.42) 

3.6.4.4 With Capacitor Current Feedback Active Damping and Capacitor Voltage Decoupling 

as a lead-lag compensator 

One way to solve this problem is to replace the lead compensator with a lead-lag 

compensator, which consists of a low-pass Butterworth filter in series with the lead compensation, 

as shown in (3.43). The cutoff frequency, 𝜔𝑐, of the filter was set to 2𝜋 × 1500, chosen as a 

balance between stability and improved disturbance rejection capability. This value was 

considered to ensure that the system effectively attenuates unwanted disturbances while preserving 

overall stability. Figure 3-21 (d) shows the frequency response of 𝑍𝑜(𝑠) using a lead-lag 

compensator. The disturbance rejection decreased when compared to the previous case but remains 

higher than in the other cases. Additionally, the system is passive across the entire frequency range, 

since its phase lies between 90 and -90 degrees. 

The lead-lag compensator is discretized utilizing the Tustin method to obtain the discrete-

time implementation for the same reason presented in the CCFAD design 

𝐺𝑐𝑣𝑑(𝑠) =
𝜔𝑐

𝑠 + 𝜔𝑐
×
1 + 𝜏𝑧𝑠

1 + 𝜏𝑝𝑠
 (3.43) 
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Figure 3-21 – Frequency response of 𝑍𝑜(𝑠) in four cases. (a) without CCFAD and CVD. (b) with 

CCFAD as a lead compensator and CVD as a constant function. (c) with CFFAD and CVD as a 

lead compensator. (d) with CCFAD as a lead compensator and CVD as a lead-lag compensator. 
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Source: Author. 
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3.6.5 Experimental Results 

To confirm the validity of the theoretical analysis and the effectiveness of the current 

controller, experimental validation was carried out in a lab setup, shown in Figure 3-22. More 

details about the lab setup are shown in Appendix B. The parameters used to obtain experimental 

results are listed in Table 3-4. The inverter injects current into the grid (a grid emulator, the Chroma 

61830, was used to emulate it), and specifically for the current controller assessment, a PR 

controller is used. For obtaining these results, a PR controller was chosen because the objective 

was to ensure that the current had no steady-state error. Furthermore, the control strategy proposed 

here can also be applied to PI and PR controllers, for example. Finally, it is worth noting that the 

results to be presented, which evaluate the converter operating with all its control loops, use the 

lead compensator presented in (3.28) as the current loop controller. 

Figure 3-22 – Lab setup for obtaining experimental results. 

1. dSPACE controller

2. Inverter

3. LCL filter

4. Grid inductance

5. DC source

6. Grid emulator

7. Linear loads

1

2

3

4

5

6

7

 

Source: Author. 
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Table 3-4 – System Parameters. 

Parameter Description Value 

𝑷𝒏 Nominal power 11 kVA 

𝑽𝒅𝒄 DC-link voltage 650 V 

𝑳𝟏 Inverter-side inductor 1 mH 

𝑪 LCL filter capacitor 15 μF 

𝑳𝟐 Grid-side inductor 300 μH 

𝑹𝟏, 𝑹𝟐 ESR of 𝐿1 and 𝐿2 0.1 Ω 

𝒗𝒈 Grid line voltage (RMS) 380 V 

𝒇𝒈 Grid frequency 60 Hz 

𝑻𝒔/𝒇𝒔 Sampling period/frequency 100 μs/10 kHz  

𝒇𝒔𝒘 Switching frequency 10 kHz 

Source: Author. 

The resonant gain was set to 1000, and a PLL was used to synchronize the inverter to the 

grid. Four scenarios were tested, as listed below: 

• Dynamic response of the current controller.  

• Line impedance variation.  

• Inverter operation with the presence of voltage harmonics.  

• Inverter operation under voltage sag. 

3.6.5.1 Current controller dynamic response assessment 

To assess the dynamic response of the current controller, the response to a 10 A peak step 

was compared in two scenarios. The first scenario corresponds to the current controller tuned for 

a bandwidth of 2 kHz but without the use of lead compensation. In this case, the gain was 𝑅𝑎 =

9.17. The second scenario evaluated the proposed strategy, i.e., with lead compensation applied 

to the proportional part of the current controller. Figure 3-23 (a) shows the result without the 

proposed strategy. The current reference in alpha-axis, 𝑖𝛼
∗ , obtained internally from the DSP, is 
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represented by the blue curve; the actual current of the phase ‘b’ by the lilac curve; and the error 

in the alpha-axis, 𝑒𝛼, also obtained internally from the Digital Signal Processing (DSP), by the 

yellow curve. Figure 3-23 (b) shows the result with the proposed strategy, where the current 

reference is also represented by the blue curve, the actual current by the lilac curve, and the error 

by the yellow curve. 

Figure 3-23 – Step response of the current controller. (a) without lead compensation. (b) with 

lead compensation. Blue curve – current reference in 𝛼-axis (𝑖𝛼
∗ ), lilac curve – injected current of 

phase ‘b’ (𝑖𝑏), yellow curve – error (𝑒𝛼). 
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Source: Author. 

By analyzing the figures, it can be observed that the use of lead compensation improved 

the dynamic response of the inverter. When the lead compensation was not used, the current 



88 

 

 

exhibited higher oscillations during the transient period. Additionally, the settling time without 

lead compensation was around 25 ms, whereas it decreased to approximately 15 ms when it was 

applied. 

3.6.5.2 Line impedance variation assessment 

This section assesses the performance of the CCFAD control strategy under varying line 

impedance conditions. The current reference was also fixed at a peak of 10 A, and two scenarios 

were considered to evaluate the system's behavior. In the first scenario, the line inductance was 

initially set to 1 mH and then increased to 6 mH, as shown in Figure 3-24 (a). In the second 

scenario, the line inductance started at 6 mH and was reduced to 1 mH, depicted in Figure 3-24 

(b). 

These inductance values were chosen because, depending on the value of 𝐿𝑔, 𝑓𝑟 changes 

and becomes either greater than 𝑓𝑠 6⁄  or smaller than 𝑓𝑠 6⁄ , which is the critical frequency, and, 

according to Figure 3-10, defines the stable or unstable operating region of the converter. 

 From the analysis, it was observed that regardless of the variation in 𝐿𝑔, the inverter 

operation remained stable, demonstrating that passivity was ensured through a simple and effective 

strategy. 
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Figure 3-24 – Injected current of phase ‘b’. (a) 𝐿𝑔 changes from 1 mH to 6 mH. (b) 𝐿𝑔 changes 

from 6 mH to 1 mH. 

1 mH 6 mH

(a)

(b)

6 mH 1 mH

 

Source: Author. 
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3.6.5.3 Disturbance rejection assessment – grid voltage harmonics 

As mentioned earlier, the function of 𝐺𝑐𝑣𝑑 is to increase the disturbance rejection capability 

of the inverter. Therefore, this section aims to evaluate the disturbance rejection capability of the 

inverter in the presence of voltage harmonics in the grid. To achieve this, a grid emulator was used 

to simulate the electrical grid, which was distorted with the presence of the 5th and 7th harmonics, 

where the magnitude of each harmonic was set to 2 %.  

Three strategies were compared in this evaluation: 

1) Without the presence of 𝐺𝑐𝑣𝑑. 

2) 𝐺𝑐𝑣𝑑 as a constant with a value of 0.9. 

3) The proposed approach, where 𝐺𝑐𝑣𝑑 is the designed lead-lag compensation. 

In Figure 3-25 (a) - (c), the Total Harmonic Distortion (THD) of the injected currents into the 

grid are shown under three different strategies. The current reference value was set to 10 A RMS. 

Figure 3-25 (a) shows the case without 𝐺𝑐𝑣𝑑, Figure 3-25 (b) shows the case where 𝐺𝑐𝑣𝑑 is a constant 

function with a value of 0.9, and Figure 3-25 (c) shows the case where 𝐺𝑐𝑣𝑑 is a lead-lag 

compensation. For the first case, the THD was 3.22 %, for the second case it was 3.04 %, and for the 

third case it was 2.45 %. These THD values can be seen at the top of each image. Therefore, the 

proposed strategy demonstrated superior disturbance rejection capability in the presence of harmonics 

in the grid, confirming the theoretical development presented in the previous section. 
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Figure 3-25 – THD of the injected current in the presence of voltage harmonics. (a) without 

𝐺𝑐𝑣𝑑. (b) with 𝐺𝑐𝑣𝑑 as a constant value. (c) with 𝐺𝑐𝑣𝑑 as a lead-lag compensator. 

(a)

(b)

(c)  

Source: Author. 
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3.6.5.4 Disturbance rejection assessment – grid voltage sag 

In this test, the response of the inverter was evaluated under a grid voltage sag. In this 

situation, the inverter was operating normally, injecting a 10 A peak, when suddenly a 10 % 

reduction in the nominal line voltage of 380 V was induced (green curve). In Figure 3-26 (a) - (c), 

the injected currents (lilac curves) into the grid are shown under three different strategies. Figure 

3-26 (a) shows the case without 𝐺𝑐𝑣𝑑, Figure 3-26 (b) shows the case where 𝐺𝑐𝑣𝑑 is a constant 

function with a value of 0.9, and Figure 3-26 (c) shows the case where 𝐺𝑐𝑣𝑑 is a lead-lag 

compensation. 

Examining the figures, the addition of the decoupling function 𝐺𝑐𝑣𝑑 improved the system's 

dynamic response, with significant reductions in both overshoot and settling time. Without 𝐺𝑐𝑣𝑑, 

the overshoot was measured at 850 mA, but with 𝐺𝑐𝑣𝑑 as a constant function, this overshoot 

decreased to 312.5 mA. Similarly, the settling time was also improved. Without 𝐺𝑐𝑣𝑑, the settling 

time was recorded at 107.4 ms. With the decoupling function applied, the settling time was reduced 

to 73 ms. However, among the three strategies, the one that achieved the best performance was the 

proposed strategy, with the lead-lag compensation. Using this strategy, the overshoot decreased to 

127.5 mA, and the settling time was reduced to 56.8 ms, indicating a much faster recovery after 

the voltage sag.  

This considerable decrease in overshoot suggests that the inverter was better able to 

manage the voltage sag and prevent excessive current fluctuations. Additionally, this reduced 

settling time implies that the system can respond more quickly to voltage disturbances, enhancing 

its overall dynamic performance. 
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Figure 3-26 – Injected current of phase ‘b’ during a voltage sag. (a) without 𝐺𝑐𝑣𝑑. (b) with 𝐺𝑐𝑣𝑑 

as a constant value. (c) with 𝐺𝑐𝑣𝑑 as a lead-lag compensator. Green curve – line voltage, lilac 

curve – injected current of phase ‘b’. 

(a)

(b)

(c)

107.4 ms

73 ms

56.8 ms

 

Source: Author. 
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3.7 Voltage Control Loop Design 

This section presents the modeling of the voltage controller, along with the concept of 

Disturbance Input Decoupling (DID), to improve its dynamic performance. 

3.7.1 Voltage Controller Design 

The voltage controller aims to control the voltage 𝑣𝑐𝛼𝛽. A PR controller is used for this 

purpose, and its transfer function is given by (3.44). 𝐾𝑝𝑣, 𝐾𝑟𝑣 and 𝜔𝑜 are the proportional gain, 

resonant gain and grid nominal frequency in rad/s, respectively. The control block diagram is 

shown in Figure 3-27. 

𝐺𝑣(𝑧) = 𝐾𝑝𝑣 + 𝐾𝑟𝑣𝑇𝑠
1 − 𝑧−1 cos(𝜔𝑜𝑇𝑠)

1 − 2𝑧−1 cos(𝜔𝑜𝑇𝑠) + 𝑧−2
 (3.44) 

Figure 3-27 – Control block diagram of the voltage loop. 
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Source: Author. 

The bandwidth of the voltage controller was set to 200 Hz. The gain 𝐾𝑝𝑣 was determined 

using the root locus method for the open-loop transfer function, which corresponds to the product 

of the transfer function representing the current control loop (approximated by a first-order 

equivalent) and the plant transfer function given in equation (3.45).  For this, it was assumed that 

𝐺𝑐𝑣𝑑 perfectly decouples the feedback of the capacitor voltage, and that 𝐺𝑓𝑓, which will be detailed 

in the following subsection, perfectly decouples the feedback of the injected current. The closed-

loop poles for the chosen bandwidth are shown in Figure 3-28 as red "X" markers. 

𝑣𝑐𝛼𝛽(𝑠)

𝑖𝑐𝛼𝛽(𝑠)
=

1

𝐶𝑠
 (3.45) 
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Figure 3-28 – Root locus for the voltage control loop. 
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The gain 𝐾𝑟𝑣 was chosen according to the guideline outlined in (3.46) [97]. The gain values 

are shown in Table 3-5. 

𝐾𝑟𝑣 ≥ 2𝐾𝑝𝑣𝜔𝑜 (3.46) 

Table 3-5 – Voltage Controller Gains. 

Parameter Value 

𝑲𝒑𝒗 0.02 

𝑲𝒓𝒗 40 

Source: Author. 

3.7.2 Disturbance Input Decoupling 

To improve the dynamic performance of the voltage controller, a DID approach is 

employed, as described in [99], [100]. Figure 3-29 presents the block diagram illustrating the DID 

implementation. Upon examination, it becomes clear that 𝑖𝑔𝛼𝛽 acts as a disturbance to the voltage 

control loop. 
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The design principle for the transfer function 𝐺𝑓𝑓(𝑧) is to eliminate the effect of 𝑖𝑔𝛼𝛽 in the 

output at the sampling instants. This method is applicable only when the disturbance dynamics are 

slower than the sampling period 𝑇𝑠. To satisfy this condition, it is assumed that 𝑖𝑔𝛼𝛽  is modeled 

using a ZOH block. The expression for determining the transfer function 𝐺𝑓𝑓(𝑧) is given in (3.47). 

Deriving (3.47) requires evaluating the paths (red and blue arrows in Figure 3-29) that include 

both the disturbance and the DID transfer function. 

−𝑖𝑔𝛼𝛽(𝑧)𝒵 [𝑍𝑂𝐻
1

𝐶𝑠
] + 𝑖𝑔𝛼𝛽(𝑧)𝐺𝑓𝑓(𝑧)𝒵 [𝑍𝑂𝐻𝐺𝐶𝐿𝑖(𝑠)

1

𝐶𝑠
] = 0 (3.47) 

The function 𝐺𝐶𝐿𝑖(𝑠) represents the current loop. To simplify the design of the DID 

function, it can be approximated by an equivalent first-order system that matches the actual 

system's bandwidth, where 𝜔𝑖 = 2𝜋 × 2000 rad/s. As a result, (3.47) can be rewritten as (3.48). 

𝐺𝑓𝑓(𝑧) =
𝒵 [𝑍𝑂𝐻

1
𝐶𝑠]

𝒵 [𝑍𝑂𝐻
𝜔𝑖

𝑠 + 𝜔𝑖

1
𝐶𝑠]

= 𝐾𝑓𝑓
𝑧 − 𝛿𝑧
𝑧 − 𝛿𝑝

 (3.48) 

Figure 3-29 – Closed-loop diagram to assess the effect of 𝐺𝑓𝑓(𝑧). 
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Source: Author. 

The parameters 𝛿𝑧, 𝛿𝑝 and 𝐾𝑓𝑓 are defined in (3.49) - (3.51), respectively. The calculated 

values are shown in Table 3-6. 

𝛿𝑧 = 𝑒−𝑇𝑠𝜔𝑖 (3.49) 

𝛿𝑝 =
𝛿𝑧(𝑇𝑠𝜔𝑖 + 1) − 1

𝑇𝑠𝜔𝑖 + 𝛿𝑧 − 1
 (3.50) 
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𝐾𝑓𝑓 =
𝑇𝑠𝜔𝑖

𝑇𝑠𝜔𝑖 + 𝛿𝑧 − 1
 (3.51) 

Table 3-6 – DID Control Gains. 

Parameter Value 

𝜹𝒛 0.2846 

𝜹𝒑 −0.6609 

𝑲𝒇𝒇 2.3217 

Source: Author. 

To assess the impact of incorporating DID, the loop gain of the voltage control system, as 

depicted in Figure 3-27, is analyzed. Figure 3-30 compares the Bode magnitude plot of the loop 

gain with and without the proposed DID, with the PR controller tuned for a bandwidth of 200 Hz. 

As observed, the use of DID improves the loop gain at low frequencies, leading to better system 

performance in the presence of disturbances. 

Before presenting the advantages brought by the proposed DID in the following 

subsections, the implementation of the virtual impedance and the 𝑃𝑒 and 𝑄𝑒 control loops are first 

described. 

Figure 3-30 – Bode magnitude plot of the loop gain with and without 𝐺𝑓𝑓(𝑧). 
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Source: Author. 

3.8 Virtual Impedance Loop 

The concept of the virtual impedance loop is based on modifying the output impedance 

characteristics of the inverter. This modification is accomplished by adjusting the voltage 
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reference signals 𝑣𝑐𝛼
∗  and 𝑣𝑐𝛽

∗ , which are supplied to the inner voltage control loop. 

The main goal of virtual impedance is to increase the total output impedance of the inverter 

during transients (e.g., voltage sags) or fault conditions, thereby limiting the output current. The 

virtual impedance is composed of a fixed value of virtual resistance 𝑅𝑉𝑖 and virtual inductance 𝐿𝑉𝑖 

(used during the normal operation of the converter), along with an adaptive current-limiting virtual 

impedance, Δ𝑅𝑉 and Δ𝐿𝑉 [101]. Using Figure 3-15 as a reference, during normal operation, 𝑅𝑉 

takes the value of 𝑅𝑉𝑖 and 𝐿𝑉 takes the value of 𝐿𝑉𝑖. In case of transients, 𝑅𝑉 takes the value of 

Δ𝑅𝑉 and 𝐿𝑉 takes the value of Δ𝐿𝑉. Figure 3-31 shows how virtual impedance is implemented for 

current-limiting, and (3.52) and (3.53) present how to calculate the parameters Δ𝑅𝑉 and Δ𝐿𝑉 [101], 

[102]. 

Figure 3-31 – Virtual impedance implementation. 
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Δ𝑅𝑉 = 𝐾𝑉𝐼 ( 𝑖𝑔𝛼2 + 𝑖𝑔𝛽
2 − 𝐼𝑡ℎ) (3.52) 

Δ𝐿𝑉 = (𝜎 × Δ𝑅𝑉) 𝜔𝑛⁄  (3.53) 

The parameter 𝐾𝑉𝐼 is a constant that satisfies (3.54), 𝐼𝑡ℎ is the current-limiting threshold, 

and 𝜎 is a user-defined X/R ratio for the virtual impedance [102]. The maximum expected 

magnitude difference between the 𝑣𝑖𝑛𝑣 and 𝑣𝑝𝑐𝑐, as well as the maximum allowed phase current 

magnitude, are designated as 𝑉𝑚𝑎𝑥 and 𝐼𝑀, respectively. 

𝐾𝑉𝐼√𝜎2 + 1(𝐼𝑀 − 𝐼𝑡ℎ) ≥
𝑉𝑚𝑎𝑥

𝐼𝑀
 (3.54) 

According to [30] and [103], it is recommended that the value of 𝑅𝑉𝑖 be around 0.2 pu and 

𝑋𝑉𝑖 around 0.3 pu, respectively. The value of 𝑅𝑉𝑖 was chosen to be 2 Ω, which is equivalent to 
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0.15 pu, and the value of 𝐿𝑉𝑖 was chosen to be 7 mH, which corresponds to an 𝑋𝑉𝑖 of 0.2 pu. 

3.9 Active and Reactive Power Controllers 

As shown in Figure 3-32, the VSM system can be represented by (3.55) [104]. 

Figure 3-32 – APC and RPC loops. 
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 𝑃∗ − 𝑃𝑒 + 𝐷𝑝(𝜔𝑛 − 𝜔) = 𝐽𝜔𝑛

𝑑𝜔

𝑑𝑡

𝑄∗ − 𝑄𝑒 + 𝐷𝑞(𝑈𝑛 − 𝑈) = 𝐾
𝑑𝐸

𝑑𝑡

𝛿 = ∫(𝜔 − 𝜔𝑛) 𝑑𝑡 = Δ𝜔

 (3.55) 

To tune the parameter 𝐽, it is necessary to derive the small-signal model of the APC. To do 

so, it is assumed that a state variable, such as 𝑃𝑒, is equal to its steady-state value 𝑃𝑜 plus a small 

ac variation, Δ𝑃, i.e., 𝑃𝑒 = 𝑃𝑜 + Δ𝑃. 

Substituting 𝑃𝑒 = 𝑃𝑜 + Δ𝑃 in (3.55), yields to (3.56). 

𝑃∗ − (𝑃𝑜 + Δ𝑃) + 𝐷𝑝(𝜔𝑛 − 𝜔) = 𝐽𝜔𝑛

𝑑𝜔

𝑑𝑡
 (3.56) 

Considering the steady-state condition, at the operating point (𝑃𝑒 = 𝑃𝑜 , 𝜔 = 𝜔𝑛,
𝑑𝜔

𝑑𝑡
= 0), 

(3.56) can be rewritten as (3.57): 

𝑃∗ − 𝑃𝑜 +𝐷𝑝(𝜔𝑛 − 𝜔𝑛) = 0 ⇒ 𝑃∗ = 𝑃𝑜 (3.57) 

The linearized equation is given by (3.58): 
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𝑃∗ − 𝑃𝑜 − Δ𝑃 − 𝐷𝑝Δ𝜔 = 𝐽𝜔𝑛Δ𝜔𝑠 ⇒
Δ𝜔

Δ𝑃
= −

1

𝐽𝜔𝑛𝑠 + 𝐷𝑝
 (3.58) 

𝐷𝑝 is calculated using (3.59), where a 100 % change in active power corresponds to a 2 % 

change in grid frequency at steady-state. 

𝐷𝑝 =
Δ𝑃𝑚𝑎𝑥

Δ𝜔𝑚𝑎𝑥
=

10000

(2𝜋60) × 2 %
= 1327 (3.59) 

Based on this, (3.60) is used to calculate 𝐽 so that the bandwidth of the APC (𝑓𝑏𝑤𝑃) is 20 

Hz, which is one-tenth of the voltage controller’s bandwidth. 

𝐽 =
𝐷𝑝

2𝜋𝑓𝑏𝑤𝑃𝜔𝑛
=

1327

2𝜋 × 20 × 377
= 0.028 (3.60) 

To tune the parameter 𝐾, it is necessary to derive the small-signal model of the RPC. Using 

the same methodology for the APC, substitute 𝑄𝑒 = 𝑄𝑜 + Δ𝑄 in (3.55), yields to (3.61) 

𝑄∗ − (𝑄𝑜 + Δ𝑄) + 𝐷𝑞(𝑈𝑛 − 𝑈) = 𝐾
𝑑𝐸

𝑑𝑡
 (3.61) 

Considering the steady-state condition, at the operating point (𝑄𝑒 = 𝑄𝑜 , 𝑈 = 𝑈𝑛,
𝑑𝐸

𝑑𝑡
= 0), 

(3.61) can be rewritten as (3.62): 

𝑄∗ − 𝑄𝑜 + 𝐷𝑞(𝑈𝑛 − 𝑈𝑛) = 0 ⇒ 𝑄∗ = 𝑄𝑜 (3.62) 

Assuming that Δ𝑈 = Δ𝐸, which is valid if 𝐸𝑛 ≈ 𝑈𝑛, the linearized equation is given by 

(3.63): 

−Δ𝑄 − 𝐷𝑞Δ𝑈 = 𝐾Δ𝐸𝑠

−Δ𝑄 = Δ𝐸(𝐷𝑞 + 𝐾𝑠)

Δ𝐸

Δ𝑄
= −

1

𝐾𝑠 + 𝐷𝑞

 (3.63) 

𝐷𝑞 is calculated using (3.64), where a 100 % change in reactive power corresponds to a 10 

% change in grid nominal voltage at steady-state.  

𝐷𝑞 =
Δ𝑄𝑚𝑎𝑥

Δ𝑉𝑚𝑎𝑥
=

10000

220√2 × 10 %
= 321 (3.64) 
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Based on this, (3.65) is used to calculate 𝐾 so that the bandwidth of the RPC (𝑓𝑏𝑤𝑄) is 20 

Hz. 

𝐾 =
𝐷𝑞

2𝜋𝑓𝑏𝑤𝑄
=

321

2𝜋 × 20
= 2.557 (3.65) 

3.10 Voltage Controller Influence on the Power Control Loops 

This section aims to analyses the influence of the voltage control loop on the power control 

loops. This is necessary to demonstrate, in the next section, the impact of using DID on the 

experimental results that will be presented shortly. To achieve this, it is first necessary to derive 

an expression that represents the voltage control loop. Figure 3-33 shows the step response of the 

voltage control loop (without the use of DID). The resulting dynamics can be approximated by a 

second-order system using the overshoot 𝑀𝑝 and the peak time 𝑡𝑝 [76]. Equation (3.66) shows the 

second-order function used to approximate the voltage control loop along with its corresponding 

values. 

Figure 3-33 – Voltage step responses (blue) and equivalent second-order function (orange). 

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

0.2

0.4

0.6

0.8

1

1.2

V
o

lt
a

g
e 

(p
u

)

Time (s)

from the model  𝑣𝑐𝛼𝛽   
 𝑣𝑐𝛼𝛽   approximated

𝑡𝑝 = 45.6 𝑚𝑠 

𝑀𝑝 = 7.9 % 

 

Source: Author. 

𝐶𝑉(𝑠) =
𝜔𝑛
2

𝑠2 + 2𝜁𝜔𝑛𝑠 + 𝜔𝑛
2
=

7832.2

𝑠2 + 111.2𝑠 + 7832.2
 (3.66) 

For the modelling of the power control loops, a methodology similar to that used in [76] is 

adopted. However, the authors employed droop control, whereas the following derivation will 

consider control based on a VSM. First, let us assume that the inverter voltage is represented by 
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the phasor 𝑉𝑖∠𝛿, and it is connected to the grid, which has a voltage represented by the phasor 

𝑉𝑔∠0
°, through an inductance with reactance 𝑋𝑔. 

The expressions that represent the exchange of 𝑃 and 𝑄 between the two sources are given 

by (3.67) [105]: 

𝑃 =
3𝑉𝑖𝑉𝑔

𝑋𝑔
sin(𝛿)

𝑄 =
3

𝑋𝑔
[𝑉𝑖

2 − 𝑉𝑖𝑉𝑔 cos(𝛿)]

 (3.67) 

Linearizing 𝑃 and 𝑄 at the operating point (𝑉𝑜, 𝛿𝑜) yields:  

𝑉𝑖 = 𝑉𝑜 + Δ𝑉, 𝛿 = 𝛿𝑜 + Δ𝛿, Δω =
𝑑Δ𝛿

𝑑𝑡
 

By expanding in a Taylor series, equation (3.68) is obtained: 

Δ𝑃 =  
𝜕𝑃

𝜕𝑉𝑖
|
𝑜

Δ𝑉 +  
𝜕𝑃

𝜕𝛿
|
𝑜
Δδ

Δ𝑄 =  
𝜕𝑄

𝜕𝑉𝑖
|
𝑜

Δ𝑉 +  
𝜕𝑄

𝜕𝛿
|
𝑜
Δδ

 (3.68) 

By taking the partial derivatives of 𝑃 and 𝑄 with respect to 𝑉𝑖 and 𝛿, evaluated at the 

operating point (𝑉𝑖 = 𝑉𝑜, 𝛿 = 𝛿𝑜), the following expressions are obtained (3.69): 

𝐾𝑃𝑉𝑖 =  
𝜕𝑃

𝜕𝑉𝑖
|
𝑜

=
3𝑉𝑔

𝑋𝑔
sin(𝛿𝑜)

𝐾𝑃𝛿 =  
𝜕𝑃

𝜕𝛿
|
𝑜
=
3𝑉𝑜𝑉𝑔

𝑋𝑔
cos(𝛿𝑜)

𝐾𝑄𝑉𝑖 =  
𝜕𝑄

𝜕𝑉𝑖
|
𝑜

=
3

𝑋𝑔
[2𝑉𝑜 − 𝑉𝑔 cos(𝛿𝑜)]

𝐾𝑄𝛿 =  
𝜕𝑄

𝜕𝛿
|
𝑜
=
3𝑉𝑜𝑉𝑔

𝑋𝑔
sin(𝛿𝑜)

 (3.69) 

The linearized equations are then given by (3.70):  

Δ𝑃 = 𝐾𝑃𝑉𝑖Δ𝑉 + 𝐾𝑃𝛿Δ𝛿

Δ𝑄 = 𝐾𝑄𝑉𝑖Δ𝑉 + 𝐾𝑄𝛿Δ𝛿 
 (3.70) 

Figure 3-34 shows the linearized system of equations representing the small-signal 
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dynamics of the active and reactive power control loops, along with the control used for the VSM 

and the function 𝐶𝑉(𝑠), which represents the voltage control loop. 

Figure 3-34 – Small-signal model of the power control loops with VSM control. 
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Figure 3-35 shows the step responses of the active power with 𝐶𝑉(𝑠) = 1, without the 

voltage control loop, and with 𝐶𝑉(𝑠) as given by equation (3.66). It can be observed that the 

response is oscillatory when the voltage loop is considered, and exponential when it is not. 

Therefore, there is an interaction between the control loops, and for this reason, the voltage control 

loop using DID was proposed. The following section presents experimental results with and 

without the use of DID. 

Figure 3-35 – Step responses of the active power. 
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3.11 Experimental Results 

To evaluate the influence of using DID, experimental results were carried out. The system 

parameters used were the same as those presented in Table 3-4. The tests were divided into two 

scenarios: the first evaluates the inverter operating in islanded mode, and the second evaluates the 

inverter operating in grid-connected mode. It is worth noting that for both conditions, the current 

loop controller used was a lead compensator, as shown in Subsection 3.6.2. Additionally, it is 

assumed that the voltage 𝑉𝑑𝑐 is regulated directly by a DC source with a constant value. The system 

and control parameters are shown in Table 3-7. 

3.11.1 Grid-Forming Inverter Assessment – Isolated Operation 

In this scenario, the voltage reference 𝑣𝑐𝛼𝛽
∗  is directly imposed without any input from the 

power control loops. The inverter supplies a three-phase linear load of 17 Ω. At a certain point, an 

identical load is added to the system. Figure 3-36 (a) - (b) show the α-axis voltage reference (blue 

curve), with a nominal peak value of 120 V, the voltage across the capacitor in the α-axis (green 

curve), and the corresponding error signal (yellow curve), without and with DID, respectively. 

Table 3-7 – System and Control Parameters. 

Parameter Value Description 

Control parameters of the VSM 

𝑹𝒂 5.6 Ω Current controller proportional gain 

𝒌𝒍 0.27 Current controller lead gain 

𝑲𝒑𝒗 0.04 Ω Voltage controller proportional gain 

𝑲𝒓𝒗 40 𝐴/𝑉 Voltage controller resonant gain 

𝑹𝑽𝒊 2 Ω Virtual resistance 

𝑳𝑽𝒊 7 𝑚𝐻 Virtual inductance 

𝑲𝑽𝑰 0.51 Ω/A Constant current-limiting threshold 

𝝈 0.75 X/R ratio 

𝝎𝒏 2𝜋60 𝑟𝑎𝑑/𝑠 Rated angular frequency 
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𝑱 0.028 𝐾𝑔 ∙ 𝑚2 Moment of inertia 

𝑫𝒑 1327 𝑊 ∙ 𝑠/𝑟𝑎𝑑 
Damping coefficient of active power-

frequency 

𝑫𝒒 321 𝑉𝑎𝑟/𝑉 
Droop coefficient of reactive power 

voltage 

𝑲 2.557 𝐴 ∙ 𝑠 Regulator coefficient of reactive power 

𝑼𝒏 220√2 𝑉 
Effective value of the rated voltage 

amplitude 

Grid parameters 

𝑽𝒈 380 𝑉 Grid voltage (L-L, RMS) 

𝒇𝒈 60 𝐻𝑧 Grid frequency 

Source: Author. 
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Figure 3-36 – Capacitor voltage during a load variation: (a) without DID; (b) with DID. Blue 

curves – 𝑣𝑐𝛼
∗ ; Green curves – 𝑣𝑐𝛼: Yellow curves – error. 

(a)

(b)  

Source: Author. 
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By examining these figures, the introduction of DID leads to a noticeable improvement in 

the GFM’s inverter performance when responding to load changes. For the case without DID, the 

voltage variation observed was 46.6 V. In contrast, when DID is applied, the voltage variation 

decreases to 32.5 V, indicating that the GFM inverter has better disturbance rejection capability. 

Additionally, without DID, the settling time was approximately 35 ms. With DID, the 

settling time was reduced to approximately 10 ms, reflecting a much faster recovery to the nominal 

operating conditions. This reduction in settling time demonstrates the ability of DID to enhance 

the GFM’s inverter dynamic response, ensuring that the system can react more swiftly to changes 

in load and return to a stable state more efficiently. 

3.11.2 Grid-Forming Inverter Assessment – Grid-Connected Operation 

In this scenario, the GFM inverter initially supplies 5 kW of 𝑃𝑒 and 0 kVAr of 𝑄𝑒 to the 

grid. Subsequently, 𝑃𝑒
∗ is set to 10 kW. Next, different grid SCR conditions are evaluated. In the 

following figures, 𝑃𝑒 (green curve), 𝑄𝑒 (blue curve), and the current injected from one of the phases 

(lilac curve) are shown. 

A. SCR = 2.57 

Initially, a short circuit ratio (SCR) value of 2.57 was considered, which characterizes a 

weak grid, as it is lower than 3 [106]. In this case, the value of 𝑈𝑛 is reduced to 180√2 V to reduce 

the high inductance requirements of the grid. The value of 𝐿𝑔 is 10 mH.  

Based on Figure 3-37 (a) – (b), it can be observed that the use of DID has little or almost 

no influence on the response of the electrical variables. This was expected, since a GFM inverter 

tends to operate more stably in weak grids. In fact, the most challenging scenario for a GFM 

inverter is its operation in strong grids. 
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Figure 3-37 – Injected active power, reactive power and current: (a) without DID; (b) with DID. 

Green curves – P; Blue curves– Q: Lilac curves – current. SCR = 2.57. 

(a)

(b)  

Source: Author. 
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B. SCR = 3.85 

In this second test, the SCR value is 3.85 to characterize a strong grid. The value of 𝑈𝑛 is 

the same as shown in Table 3-7. The value of 𝐿𝑔 is 10 mH. 

From Figure 3-38 (a) – (b), it can be observed that when DID is applied, all three parameters 

– active power, reactive power, and current – exhibit less oscillation at the moment the 𝑃𝑒
∗ changes. 

In the case without DID, the overshoot is approximately 6 %, whereas with DID it is reduced to 

about 4.1 %. The settling time was approximately 400 ms without DID and 250 ms with DID. 

C. SCR = 7.7 

The next test was carried out considering an SCR of 7.7, which represents a stronger grid 

compared to the previous cases. The value of 𝐿𝑔 is 5 mH. 

Figure 3-39 (a) – (b) shows that the use of DID significantly improves the dynamic 

response of the variables in question. In the case without DID, the overshoot was 12.1%, whereas 

with DID it was reduced to 8%. It can be observed that without DID, the system is highly 

oscillatory, with oscillations lasting several seconds, while with DID, the settling time is only 

approximately 400 ms. 

D. SCR = 19.25 

The final test considers a grid with an SCR of 19.25, and the value of 𝐿𝑔 is 2 mH. From 

Figure 3-40 (a) – (b), it can be observed that the absence of DID significantly deteriorates the 

dynamic response of the electrical variables. In addition to exhibiting an overshoot of 19 %, 

subsynchronous oscillations at a frequency of 2.5 Hz emerge (zoom view). In contrast, the 

implementation of DID effectively mitigates the oscillatory behavior. As a result, the active power 

shows a reduced overshoot of 13.1 %, and the settling time is approximately 400 ms, when 

compared to the case without DID. 

The presented results confirm what was discussed in the theoretical background, where the 

use of DID improves the system’s open-loop gain and, consequently, the inverter’s performance 

under disturbances. Furthermore, the influence of the voltage control loop on the operation of the 

power control loops is demonstrated. Therefore, using DID improves the dynamic behavior of the 

GFM inverter by providing more damping, which helps control fluctuations and ensures the system 

stabilizes more rapidly 
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Figure 3-38 – Injected active power, reactive power and current: (a) without DID; (b) with DID. 

Green curves – P; Blue curves– Q: Lilac curves – current. SCR = 3.85. 

(a)

(b)  

Source: Author. 
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Figure 3-39 – Injected active power, reactive power and current: (a) without DID; (b) with DID. 

Green curves – P; Blue curves– Q: Lilac curves – current. SCR = 7.7. 

(a)

(b)  

Source: Author. 
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Figure 3-40 – Injected active power, reactive power and current: (a) without DID; (b) with DID. 

Green curves – P; Blue curves– Q: Lilac curves – current. SCR = 19.25. 

(a)

(b)  

Source: Author. 
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3.12 Chapter Summary 

This chapter initially presented the mathematical modelling of the LCL filter, which was 

the subject of study. Next, the effect of resonance, an inherent characteristic of this type of filter, 

was discussed, along with the existing damping techniques used to mitigate this resonance. 

Subsequently, the effect of computational delay on the active damping technique using the 

capacitor current was presented. It is shown that computational delay has an adverse effect on this 

technique, which can lead the control system to become unstable within a certain frequency range. 

The concept of passivity was also introduced as an alternative to provide sufficient 

conditions for the stability of a linear system, without depending on the configuration or number 

of converters connected to the grid. 

Then, the design of the proposed current controller was presented, based on a high-

bandwidth lead compensator, a CCFAD composed of lead compensation, and a CVD employing 

lead-lag compensation. Theoretical analyses and experimental results demonstrated the stability 

and superiority of the proposed technique compared to other strategies. 

Next, the design of the proposed voltage controller was presented, which employed a PR 

controller with a DID function to improve the inverter’s dynamic response. 

The modelling of the virtual impedance loop and the active and reactive power control 

loops were also presented. Furthermore, the influence of the voltage control loop on the power 

control loops was shown. 

Finally, experimental results of the VSM operating in both islanded mode and grid-

connected mode under different SCR values demonstrated the effectiveness of using DID in 

providing better dynamic response of the inverter's electrical variables. 
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CHAPTER IV 

4 Virtual Synchronous Machine Control – DC Side 

This chapter presents the control strategy for the VSM on the DC side. It includes the 

modelling of the battery current control and the DC-link voltage control. 

4.1 System Description 

The DC side stage consists of a battery bank with a bidirectional DC-DC converter. Using  

Figure 3-15 as a reference, we have: 𝐿𝑑𝑐 is the inductance of the DC-DC converter, 𝑅𝑑𝑐 is 

the ESR of 𝐿𝑑𝑐, 𝐶𝑑𝑐 is the capacitance of the DC bus, 𝑉𝐵 is the battery bank voltage and 𝑉𝑑𝑐 is the 

DC bus voltage. 

The controller of the DC-DC converter is fundamentally focused on regulating 𝑉𝑑𝑐 and the 

current in 𝐿𝑑𝑐, 𝐼𝐿. A dual-control loop is used for the DC-DC converter, where a PI controller is 

employed to bring 𝑉𝑑𝑐 to the reference value 𝑉𝑑𝑐
∗ . The output of this controller provides the current 

reference, 𝐼𝐿
∗, which is used to regulate 𝐼𝐿, and is also controlled by a PI controller. The output of 

the PI controller provides the control signal to the PWM block, which will generate the pulses to 

drive switches Q1 and Q2. 

4.2 DC-Link Voltage Control 

The voltage across the terminals of 𝐶𝑑𝑐 can be modelled as a function that depends on the 

difference between the power at the battery bank terminals, 𝑃𝑏𝑎𝑡, and the output power of the GFM 

inverter, 𝑃𝑒, as shown in Figure 4-1. Neglecting losses, the power balance equation, given by (4.1), 

can be used to derive an equation for tuning the control loop of the DC-link voltage [6]. 

𝑃𝑏𝑎𝑡 − 𝑃𝑒 =
1

2
𝐶𝑑𝑐

𝑑𝑉𝑑𝑐
2

𝑑𝑡
 (4.1) 

Equation (4.1) can be rewritten as (4.2) by making a change of variables such that 𝑤𝑐 =

𝑉𝑑𝑐
2  [107] and 𝑃𝑏𝑎𝑡 = 𝑉𝐵 × 𝐼𝐿. 
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𝑑𝑤𝑐

𝑑𝑡
=

2

𝐶𝑑𝑐
(𝑉𝐵𝐼𝐿 − 𝑃𝑒) (4.2) 

Figure 4-1 – DC-link power flow with ideal conversion. 
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-
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Pbat Pe

 

Source: Author. 

Following the methodology presented in [6], the state equation of 𝐼𝐿 is given by (4.3). 

Together with (4.2), this yields the block diagram that represents the DC-DC converter, shown in 

Figure 4-2. The variable 𝑣𝑡 represents the average voltage across the collector-emitter terminals 

of switch 𝑄2.  

𝐿𝑑𝑐
𝑑𝐼𝐿
𝑑𝑡

= 𝑉𝐵 − 𝑅𝑑𝑐𝐼𝐿 − 𝑣𝑡 (4.3) 

Figure 4-2 – Block diagram of the DC-link voltage control. 
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Source: Author. 

4.2.1 Tuning of the Current Controller in 𝑳𝒅𝒄 

The block diagram of the discretized 𝐼𝐿 control loop is shown in Figure 4-3, where 𝐾𝑝𝑖𝐿 is 
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the PI gain, 𝛿𝑖𝐿 is the zero of the controller, and 𝐵𝑖𝐿 and 𝐴𝑖𝐿 are the plant parameters, given by 

(4.4). The zero of the controller is tuned to cancel the effect of the pole of the plant. The gain 𝐾𝑝𝑖𝐿 

can be calculated using (4.5), where 𝑓𝑐𝑖 is the bandwidth of the controller, which was chosen to be 

300 Hz. The proportional gain, 𝐾𝑝𝐿, and the integral gain, 𝐾𝑖𝐿, are calculated using (4.6). The 

controller gains were calculated based on the converter parameters shown in Table 4-1, and their 

values are also presented in the same table. The computational delay was neglected in the 

controller tuning, as the small bandwidth made its effect on performance negligible. 

{𝐴𝑖𝐿 = 𝑒
−
𝑇𝑠𝑅𝑑𝑐
𝐿𝑑𝑐

𝐵𝑖𝐿 = 1 − 𝐴𝑖𝐿
 (4.4) 

𝐾𝑝𝑖𝐿 =
(1 − 𝑒−2𝜋𝑓𝑐𝑖𝑇𝑠)𝑅𝑑𝑐

𝐵𝑖𝐿
 (4.5) 

{

𝐾𝑝𝐿 = 𝛿𝑖𝐿𝐾𝑝𝑖𝐿

𝐾𝑖𝐿 =
𝐾𝑝𝑖𝐿 −𝐾𝑝𝐿

𝑇𝑠

 (4.6) 

Figure 4-3 – Block diagram for 𝐼𝐿 control. 
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Source: Author. 

4.2.2 Tuning of the Voltage Controller in 𝑽𝒅𝒄 

The block diagram for DC-link voltage control is shown in Figure 4-4. The parameters 

𝐾𝑝𝑉𝑑𝑐 and 𝐾𝑖𝑉𝑑𝑐 are the proportional and integral gains of the PI controller. The parameters 𝐺𝑖𝐿, 

𝛿𝐿, 𝛿𝑉 and 𝐾𝑉𝑑𝑐 are the plant parameters, which include the 𝐼𝐿 control loop, approximated by an 

equivalent first-order system with a bandwidth of 300 Hz, and are shown in (4.7), where 𝑉𝐵𝑁 the 

battery’s nominal voltage. The PI parameters were tuned in MATLAB to achieve a 30 Hz 

bandwidth and a phase margin of 75 degrees (to ensure stability and a well-damped response). All 

the control parameters are listed in Table 4-1. 
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𝛿𝐿 = 𝑒−2𝜋𝑓𝑐𝑖𝑇𝑠
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𝐶𝑑𝑐
(

𝑇𝑠
1 − 𝛿𝐿

−
1

2𝜋𝑓𝑐𝑖
)

 (4.7) 

Figure 4-4 – Block diagram for 𝑉𝑑𝑐 control. 
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Source: Author. 

Table 4-1 – System and Control Parameters for the DC-DC Converter. 

Parameter Value Description 

DC-DC converter and battery parameters 

𝑳𝒅𝒄 8.8 𝑚𝐻 DC-DC converter inductance 

𝑹𝒅𝒄 0.1 Ω ESR of 𝐿𝑑𝑐  

𝑪𝒅𝒄 15 𝑚𝐹 DC bus capacitance 

𝑽𝒅𝒄 650 𝑉 DC bus voltage 

𝑽𝑩𝑵 540 𝑉 Battery nominal voltage  

Control parameters for the DC-DC converter 

𝑲𝒑𝑳 15.6 Ω 𝐼𝐿 controller proportional gain  

𝑲𝒊𝑳 171.8 Ωs−1 𝐼𝐿 controller integral gain 

𝑲𝒑𝑽𝒅𝒄 0.002 𝐴/𝑉2 𝑉𝑑𝑐 controller proportional gain  

𝑲𝒊𝑽𝒅𝒄 0.08 (𝐴/𝑉2)𝑠−1 𝑉𝑑𝑐 controller integral gain 

Source: Author. 
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4.3 Simulation Results 

To validate the control strategy, simulation results were conducted using the software 

MATLAB/Simulink. The system parameters are listed in Table 3-7 and Table 4-1. The 

bidirectional operation of the converter was analyzed, sometimes injecting power into the grid and 

at other times charging the battery bank. The SCR levels were deliberately chosen to ensure that 

the grid is strong, which is the most challenging grid type for GFM inverters. Situations without 

the proposed strategy, i.e., without the DID presented in Section 3.7.2, and with the proposed 

strategy, i.e., with the DID, were compared. 

A. Without the proposed strategy – SCR = 6.38 

Figure 4-5 shows the 𝑃𝑒 and 𝑄𝑒 curves of the converter for an SCR = 6.38 and without 

DID. At 𝑡 ≅ 0.93 𝑠, 𝑃∗ and 𝑄∗ are set to inject 10 kW and 0 VAr, respectively, into the grid. As 

observed in the curves, both 𝑃𝑒 and 𝑄𝑒 exhibit oscillatory behavior during the transient period. 

Notably, when power injection begins, 𝑃𝑒 reaches a peak of approximately 15.5 kW—representing 

a 55 % overshoot. Simultaneously, 𝑄𝑒 reaches a minimum of –7.4 kVAr, compared to its steady-

state value of –1.9 kVAr, resulting in an undershoot of 289 %. Both signals settle to their steady-

state values in about 0.93 s.  

At 𝑡 = 2.5 𝑠, 𝑃∗ is changed to -10 kW, indicating that the battery bank begins charging. In 

response, 𝑃𝑒 reaches approximately –12 kW, corresponding to a 20 % undershoot. The new steady-

state value of 𝑄𝑒 becomes 3.2 kVAr, with a peak of 10 kVAr during the transient, representing an 

overshoot of 212 %. Both signals settle to their steady-state values in about 0.6 s. 
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Figure 4-5 – 𝑃𝑒 and 𝑄𝑒 curves without the strategy – SCR = 6.38. 

 

Source: Author. 

B. With the proposed strategy – SCR = 6.38 

Figure 4-6 shows the 𝑃𝑒 and 𝑄𝑒 curves of the converter for an SCR = 6.38 and with DID. 

At 𝑡 ≅ 0.93 𝑠, 𝑃∗ is set to inject 10 kW into the grid. When power injection begins, 𝑃𝑒 reaches a 

peak of approximately 10.1 kW—representing a 1.3 % overshoot. Simultaneously, 𝑄𝑒 reaches a 

minimum of –2.5 kVAr, resulting in an undershoot of 31.58 %. Both signals settle to their steady-

state values in about 0.21 s. 

At 𝑡 = 2.5 𝑠, 𝑃∗ is changed to -10 kW. In response, 𝑃𝑒 approaches its steady-state value of 

–10 kW exponentially. Meanwhile, 𝑄𝑒 peaks at 3.27 kVAr during the transient, representing an 

overshoot of 2.19 %. Both signals settle to their steady-state values in about 0.22 s. 
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Figure 4-6 – 𝑃𝑒 and 𝑄𝑒 curves with the strategy – SCR = 6.38. 

 

Source: Author. 

C. Without the proposed strategy – SCR = 12.76 

Figure 4-7 shows the 𝑃𝑒 and 𝑄𝑒 curves of the converter for an SCR = 12.76 and without 

DID. At 𝑡 ≅ 0.93 𝑠, 𝑃∗ is set to inject 10 kW into the grid. As observed in the curves, both 𝑃𝑒 and 

𝑄𝑒 exhibit a much more oscillatory behavior than the previous case during the transient period. 

Notably, when power injection begins, 𝑃𝑒 reaches a peak of approximately 20 kW—representing 

a 100 % overshoot. Simultaneously, 𝑄𝑒 reaches a minimum of –14.4 kVAr, compared to its steady-

state value of –3.4 kVAr, resulting in an undershoot of 324 %. Both signals settle to their steady-

state values in about 3.14 s. 

At 𝑡 = 4.5 𝑠, 𝑃∗ is changed to -10 kW. In response, 𝑃𝑒 reaches approximately –12.9 kW, 

corresponding to a 29 % undershoot. The new steady-state value of 𝑄𝑒 becomes 4.2 kVAr, with a 

peak of 13.2 kVAr during the transient, representing an overshoot of 214 %. Both signals settle to 

their steady-state values in about 0.7 s. 
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Figure 4-7 – 𝑃𝑒 and 𝑄𝑒 curves without the strategy – SCR = 12.76. 

 

Source: Author. 

D. With the proposed strategy – SCR = 12.76 

Figure 4-8 shows the 𝑃𝑒 and 𝑄𝑒 curves of the converter for an SCR = 12.76 and with DID. 

At 𝑡 ≅ 0.93 𝑠, 𝑃∗ is set to inject 10 kW into the grid. When power injection begins, 𝑃𝑒 reaches a 

peak of approximately 10.75 kW—representing a 7.5 % overshoot. Simultaneously, 𝑄𝑒 reaches a 

minimum of –4.74 kVAr, resulting in an undershoot of 39.41 %. Both signals settle to their steady-

state values in about 0.17 s. 

At 𝑡 ≅ 1.5 𝑠, 𝑃∗ is changed to -10 kW. In response, 𝑃𝑒 reaches approximately -10.2 kW, 

corresponding to a 2 % undershoot. Meanwhile, 𝑄𝑒 peaks at 4.85 kVAr during the transient, 

representing an overshoot of 15.48 %. Both signals settle to their steady-state values in about 0.1 

s. 
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Figure 4-8 – 𝑃𝑒 and 𝑄𝑒 curves with the strategy – SCR = 12.76. 

 

Source: Author. 

The overall results demonstrate that the converter's performance significantly improves 

when the proposed DID strategy is applied. In both SCR scenarios (6.38 and 12.76), the use of 

DID leads to a substantial reduction in overshoot and undershoot for both 𝑃𝑒 and 𝑄𝑒, as well as 

much faster settling times. This improved performance is attributed to the enhanced damping and 

dynamic response introduced by the DID, which effectively mitigates oscillations during transient 

events such as power injection or battery charging. Consequently, the system becomes more stable 

and responsive, especially under stronger grid conditions where oscillations are typically more 

pronounced. 

4.4 Chapter Summary 

This chapter presented the proposed control strategy for the DC side of the VSM. PI 

controllers were employed to regulate the battery current and the DC-link voltage. Prior to 

controller tuning, the modelling of the plant was carried out to support the control design. 

Simulation results under two SCR conditions (6.38 and 12.76) demonstrated the 

effectiveness of the proposed DID strategy in improving the dynamic response of the converter 

when injecting power into the grid or charging the battery, significantly reducing overshoot, 

undershoot, and settling time of the electrical variables. 
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CHAPTER V 

5 Analysis of Converter Operation in a Microgrid 

This chapter presents the performance of the VSM operating in a microgrid, analyzed 

through simulations using MATLAB/Simulink, considering only the grid-connected operation. 

The components that make up the system are shown in Figure 5-1. As illustrated, the complete 

microgrid consists of two VSMs, each with its own DC link and control system, along with one 

GFL inverter, where the DC side of the GFL inverter is modeled as an ideal DC voltage source, 

and both linear and nonlinear loads are included. The parameters of the GFM inverters and the 

GFL inverter are the same as those used to obtain the results presented in Chapters 3 and 4. The 

linear load is a 5 kW three-phase load, and the nonlinear load consists essentially of a rectifier 

bridge feeding an LC filter (inductor 𝐿𝑁𝐿 and capacitor 𝐶𝑁𝐿), with a resistor 𝑅𝑁𝐿 in parallel with 

𝐶𝑁𝐿. The values of 𝐿𝑁𝐿, 𝐶𝑁𝐿, and 𝑅𝑁𝐿 are 100 𝜇𝐻, 470 𝜇𝐹, and 150 Ω, respectively. The following 

subsections evaluate several simulation scenarios of the microgrid. 

Figure 5-1 – Microgrid schematic diagram. 
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Source: Author. 

5.1 Scenario 1 – Parallel Operation of GFM and GFL Inverters 

In the first scenario, the GFL inverter is configured to inject a peak current of 20 A into the 

grid. Subsequently, a GFM inverter is connected in parallel with the system and begins injecting 

power into the grid. Two cases are analyzed: the GFL inverter and the GFM inverter operating 
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with and without the 𝐺𝑐𝑣𝑑 function.  

In Figure 5-2 (a), the three-phase currents of the GFL inverter without 𝐺𝑐𝑣𝑑 are shown, and  

Figure 5-2 (b) provides a zoomed-in view of the injected current. Similarly, Figure 5-3 (a) shows 

the three-phase currents of the GFL inverter with 𝐺𝑐𝑣𝑑, and Figure 5-3 (b) presents a zoomed-in 

view of the injected current. 

By analyzing the figures, it is observed that the current is more oscillatory in the case 

without 𝐺𝑐𝑣𝑑, both at the moment the GFM inverter is connected and during steady-state operation, 

where it can be clearly seen that the current exhibits greater oscillation. 

Figure 5-2 – (a) Injected current of the GFL inverter without 𝐺𝑐𝑣𝑑, operating in parallel with a 

GFM inverter without 𝐺𝑐𝑣𝑑; (b) Zoomed-in view. 
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Source: Author. 
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Figure 5-3 – (a) Injected current of the GFL inverter with 𝐺𝑐𝑣𝑑, operating in parallel with a GFM 

inverter with 𝐺𝑐𝑣𝑑; (b) Zoomed-in view. 
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Source: Author. 

Figure 5-4 (a) and Figure 5-4 (b) show the three-phase currents of the GFM inverter for the 

case where both inverters operate without 𝐺𝑐𝑣𝑑, with the latter providing a zoomed-in view of the 

current waveform. 

Similarly, Figure 5-5 (a) and Figure 5-5 (b) present the GFM inverter currents when both 

inverters operate with 𝐺𝑐𝑣𝑑, again with a zoomed-in detail shown in part (b). 

As also observed in the GFL inverter waveforms, the GFM inverter exhibits more 

oscillatory behavior in steady state when 𝐺𝑐𝑣𝑑 is not employed. 
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Figure 5-4 – (a) Injected current of the GFM inverter without 𝐺𝑐𝑣𝑑, operating in parallel with a 

GFL inverter without 𝐺𝑐𝑣𝑑; (b) Zoomed-in view. 
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Figure 5-5 – (a) Injected current of the GFM inverter with 𝐺𝑐𝑣𝑑, operating in parallel with a GFL 

inverter with 𝐺𝑐𝑣𝑑; (b) Zoomed-in view. 
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5.2 Scenario 2 – Low-Voltage Ride-Through Capability Assessment 

In this scenario, the GFL inverter operates in parallel with the GFM inverter, and at 𝑡 =

1.5 𝑠, a 50 % grid voltage sag occurs, lasting for 200 ms. The cases with and without 𝐺𝑐𝑣𝑑 in the 

GFL inverter are analyzed. In both cases the GFM inverter operates with 𝐺𝑐𝑣𝑑. 

Figure 5-6 shows the three-phase currents of the GFL inverter without 𝐺𝑐𝑣𝑑. It can be 
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observed that the current reaches a maximum of 34.8 A and a minimum of -29.9 A at the moment 

the grid voltage sags. Figure 5-7 presents the three-phase currents of the GFL inverter with 𝐺𝑐𝑣𝑑. 

In this case, the current reaches a maximum of 29.2 A and a minimum of -25.4 A, indicating better 

performance compared to the previous case. 

Furthermore, it is noticeable that when the grid voltage returns to its nominal value, the 

transient response of the currents in the second case is improved when compared to the first one. 

Figure 5-6 – Injected current of the GFL inverter without 𝐺𝑐𝑣𝑑 during a voltage sag. 
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Figure 5-7 – Injected current of the GFL inverter with 𝐺𝑐𝑣𝑑 during a voltage sag. 
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Source: Author. 

Figure 5-8 and Figure 5-9 show the three-phase currents of the GFM inverter, which 

includes 𝐺𝑐𝑣𝑑 in both cases, operating in parallel with the GFL inverter, without and with 𝐺𝑐𝑣𝑑, 

respectively. As observed, the use or absence of 𝐺𝑐𝑣𝑑 in the GFL inverter does not cause significant 

changes in the response of the GFM inverter. 

To limit the current during the transient, the adaptive current-limiting virtual impedance is 

used. The red dashed lines show the allowed value of 𝐼𝑀 for the current during the transient, which 

is equal to 150 % of the nominal peak current. As can be observed, the current was correctly 

limited, and after the voltage sag ended, the converter continued to provide the requested current 

as before the voltage sag event. 
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Figure 5-8 – Injected current of the GFM inverter during a voltage sag, with the GFL inverter 

operating without 𝐺𝑐𝑣𝑑. 
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Source: Author. 

Figure 5-9 – Injected current of the GFM inverter during a voltage sag, with the GFL inverter 

operating with 𝐺𝑐𝑣𝑑. 
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Source: Author. 
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5.3 Scenario 3 – Parallel Operation of GFM Inverters 

The third scenario analyses the parallel operation of two GFM inverters. The SCR value is 

3.2. Initially, the GFL inverter and one GFM inverter are already connected to the grid, supplying 

power to it and to the linear load. Subsequently, the second GFM inverter begins the 

synchronization process with the grid, and at t = 2 s, it is connected to the grid, injecting 10 kW. 

Figure 5-10 and Figure 5-11 show the active power responses of both converters, denoted as 𝑃𝑒1 

and 𝑃𝑒2, when operating without and with DID, respectively. 

As observed, the power peak reached by the second GFM inverter was 16.1 kW without 

the use of DID, and 13.7 kW with the use of DID. As for the first GFM inverter, at the moment of 

connection, the power reached 6.9 kW without DID and 7.7 kW with DID, before returning to its 

nominal value. 

It is also noted that the system shown in Figure 5-10 reached steady-state in approximately 

0.6 s, while the system in Figure 5-11 took around 1.5 s. Additionally, 𝑃𝑒1 and 𝑃𝑒2 were 

significantly more oscillatory during the transient period when the converters operated without 

DID. 

Therefore, once again, the improvement in the dynamic response of the converters when 

DID is used becomes evident. 

Figure 5-12 shows the THD of the current injected into the grid in one of the phases, which 

was 0.93 %. It is observed that this value complies with the standards established by IEEE 519-

2014  [108]. 
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Figure 5-10 – Active powers of the GFM inverters during parallel operation without DID. 
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Figure 5-11 – Active powers of the GFM inverters during parallel operation with DID. 
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Figure 5-12 – Total harmonic distortion of the current injected into the grid in one of the phases. 
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5.4 Scenario 4 – Power Quality Assessment of the Microgrid 

In this scenario, the steady-state operation of the microgrid is analyzed with all its 

components, including the nonlinear load. Figure 5-13 shows the voltage THD in one of the phases 

at the PCC, which is 2.5 %, and Figure 5-14 shows the current THD in one of the phases at the 

PCC, which is 1.73 %. It is observed that both values comply with the standards established by 

IEEE 519-2014 [108]. 
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Figure 5-13 – Total harmonic distortion of the voltage at the PCC in one of the phases. 
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Figure 5-14 – Total harmonic distortion of the current at the PCC in one of the phases. 
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5.5 Chapter Summary 

This chapter presents the performance evaluation of a microgrid composed of two VSMs, 

one GFL inverter, and both linear and nonlinear loads. Four simulation scenarios are analyzed. In 

Scenario 1, the use of 𝐺𝑐𝑣𝑑 improved the dynamic response and the quality of the injected current. 

In Scenario 2, the use of 𝐺𝑐𝑣𝑑 improved the response of the GFL inverter during a voltage sag, and 

the application of adaptive current-limiting virtual impedance effectively limited the current of the 

GFM inverter. In Scenario 3, during the parallel operation of two GFM inverters, the use of DID 

control enhanced their dynamic performance. Scenario 4 evaluates the power quality of the 

complete microgrid, showing that the voltage and current THD at the PCC are within the limits 

established by IEEE 519-2014. 
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CHAPTER VI 

6 Conclusions and Future Works 

6.1 Conclusions 

The transition toward RES has significantly increased the penetration of IBRs in modern 

power systems, particularly within microgrids. While IBRs offer numerous advantages, their 

inherent lack of inertia and damping compared to traditional synchronous generators poses 

challenges to grid stability, especially during transient events. This thesis addressed these 

challenges by developing a control strategy for VSMs to enhance power dynamic response and 

stability in microgrids. The primary focus was on improving the inner control loops (current and 

voltage controllers) of the VSM, which are critical for improving transient performance, 

disturbance rejection, and interoperability in diverse grid conditions. 

In Chapter III, the work focused on improving the inverter-side current control of the VSM. 

A current controller was developed to achieve high bandwidth and to address issues such as LCL 

filter resonance and grid disturbances. Experimental tests confirmed its effectiveness in several 

scenarios. For voltage control, a DID method was introduced to reduce power and current 

oscillations when the VSM was connected to the grid under different SCR values. It also enhanced 

the voltage response in islanded mode during load shifts. This approach proved particularly 

effective in strong grids, where it minimized power overshoot and eliminated subsynchronous 

oscillations. Experimental tests further validated its effectiveness. 

In Chapter IV, the research addressed DC-side control for bidirectional power flow. A 

strategy was designed to regulate the DC-link voltage and battery current during both grid export 

and battery charging. Simulations demonstrated smoother power transitions when the DID method 

was used. 

Chapter V validated the proposed VSM converter improvements in a microgrid 

environment comprising two VSMs, a GFL inverter, linear load, and nonlinear load. The simulated 

results confirmed that the enhanced control strategies maintained their effectiveness despite 

dynamic interactions among all components, ensuring smooth coordination between the 

converters, continuous operation through grid disturbances and power quality compliance despite 
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harmonic distortion from nonlinear loads. 

6.2 Future Works 

To continue the work developed in this thesis, it is suggested that the following points be 

addressed: 

• Analyze the interaction between multiple converters operating in parallel to identify 

the system's stability limits. 

• Compare the converter's performance under more advanced control strategies, such 

as Model Predictive Control (MPC). 

• Analyze the dynamic behaviour and interactions of the DC link with the converter. 

• Implement power decoupling strategies in order to assess potential performance 

improvements. 

• Analyze converter operation under more realistic grid conditions, including 

asymmetrical faults and unbalanced conditions. 
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APPENDIX A 

A. Coefficients of the transfer function of 𝒁𝒐(𝒔) 

The equivalent of the function 𝐺𝑖(𝑧) in the continuous-time domain is given by (A.1). 

𝐺𝑖(𝑠) =
𝑘1𝑠 + 𝑘2
𝑘3𝑠 + 𝑘4

 (A.1) 

The coefficients representing the transfer function of 𝑍𝑜(𝑠) are presented below: 

𝑏7 = 𝐶𝐿1𝐿2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 

𝑏6 = 𝐶𝐿1𝐿2𝑇𝑑𝑘3𝜏𝑝 − 𝐶𝐿2𝑇𝑑𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝐿2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐶𝐿1𝐿2𝛼𝐿𝑘3𝜏𝐿𝜏𝑝

+ 𝐶𝐿1𝐿2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝑅2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿2𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 

𝑏5 = 2𝐶𝐿1𝐿2𝑘3𝜏𝑝 − 𝐶𝐿2𝑇𝑑𝑘3𝜏𝐿 − 𝐶𝐿2𝑇𝑑𝑘3𝜏𝑝 + 2𝐶𝐿2𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝐿2𝑇𝑑𝑘3 + 𝐶𝐿1𝐿2𝑇𝑑𝑘4𝜏𝑝

+ 𝐶𝐿1𝑅2𝑇𝑑𝑘3𝜏𝑝 + 𝐶𝐿2𝑅1𝑇𝑑𝑘3𝜏𝑝 + 2𝐶𝐿1𝐿2𝛼𝐿𝑘3𝜏𝐿 − 𝐶𝐿2𝑇𝑑𝑘4𝜏𝐿𝜏𝑝

+ 𝐿1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝐿2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝐿2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑧 + 𝐶𝐿1𝐿2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿

+ 𝐶𝐿1𝑅2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 𝐶𝐿2𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐶𝐿1𝐿2𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 2𝐶𝐿1𝑅2𝛼𝐿𝑘3𝜏𝐿𝜏𝑝

+ 2𝐶𝐿2𝑅1𝛼𝐿𝑘3𝜏𝑝 + 𝐶𝐿1𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝐶𝐿2𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 

𝑏4 = 2𝐶𝐿1𝐿2𝑘3 − 𝐶𝐿2𝑇𝑑𝑘3 + 2𝐶𝐿2𝑘3𝜏𝐿 + 2𝐶𝐿2𝑘3𝜏𝑝 + 𝐿1𝑇𝑑𝑘3𝜏𝑝 + 𝐿2𝑇𝑑𝑘3𝜏𝑝 + 𝐿2𝑇𝑑𝜏𝑧

+ 2𝐶𝐿1𝐿2𝑘4𝜏𝑝 + 2𝐶𝐿1𝑅2𝑘3𝜏𝑝 + 2𝐶𝐿2𝑅1𝑘3𝜏𝑝 − 𝐶𝐿2𝑇𝑑𝑘4𝜏𝐿 − 𝐶𝐿2𝑇𝑑𝑘4𝜏𝑝

+ 𝐿1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐿2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿  + 2𝐶𝐿2𝑘4𝜏𝐿𝜏𝑝 + 2𝐿1𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 2𝛼𝐿𝑘3𝜏𝐿𝜏𝑝

−  2𝐿2𝛼𝐿𝑘3𝜏𝐿𝜏𝑧 − 𝑇𝑑𝛼𝐿𝑘1𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝐿2𝑇𝑑𝑘4 + 𝐶𝐿1𝑅2𝑇𝑑𝑘3 + 𝐶𝐿2𝑅1𝑇𝑑𝑘3

+ 𝐶𝐿1𝑅2𝑇𝑑𝑘4𝜏𝑝 + 𝐶𝐿2𝑅1𝑇𝑑𝑘4𝜏𝑝 + 2𝐶𝐿1𝐿2𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝐿1𝑅2𝛼𝐿𝑘3𝜏𝐿

+ 2𝐶𝐿2𝑅1𝛼𝐿𝑘3𝜏𝐿 + 𝐿1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝐿2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝐿2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑧

+ 𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝑅2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑧 + 𝐶𝐿1𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿

+ 𝐶𝐿2𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝐿1𝑅2𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 2𝐶𝐿2𝑅1𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 
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𝑏3 = 2𝐶𝐿2𝑘3 + 𝐿1𝑇𝑑𝑘3 + 2𝐿2𝑇𝑑𝑘3 + 2𝐿1𝑘3𝜏𝑝 + 2𝐿2𝑘3𝜏𝑝 − 2𝐿2𝑘3𝜏𝑧 − 𝑇𝑑𝑘1𝜏𝑝 + 2𝛼𝐿𝑘1𝜏𝐿𝜏𝑝

+ 2𝐶𝐿1𝐿2𝑘4  + 2𝐶𝐿1𝑅2𝑘3 + 2𝐶𝐿2𝑅1𝑘3 − 𝐶𝐿2𝑇𝑑𝑘4 + 2𝐶𝐿2𝑘4𝜏𝐿 + 2𝐶𝐿2𝑘4𝜏𝑝

+ 𝐿1𝑇𝑑𝑘4𝜏𝑝 + 𝐿2𝑇𝑑𝑘4𝜏𝑝 + 𝐿2𝑇𝑑𝑘4𝜏𝑧 + 𝑅1𝑇𝑑𝑘3𝜏𝑝 + 𝑅2𝑇𝑑𝑘3𝜏𝑝 + 𝑅2𝑇𝑑𝑘3𝜏𝑧

+ 2𝐿1𝛼𝐿𝑘3𝜏𝐿 − 𝑇𝑑𝛼𝐿𝑘1𝜏𝐿 + 2𝐶𝐿1𝑅2𝑘4𝜏𝑝 + 2𝐶𝐿2𝑅1𝑘4𝜏𝑝 + 𝐿1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿

+ 2𝐿2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿 + 𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝑅2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐿1𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 2𝐿2𝛼𝐿𝑘4𝜏𝐿𝜏𝑝

− 2𝐿2𝛼𝐿𝑘4𝜏𝐿𝜏𝑧 + 2𝑅1𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 2𝑅2𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 − 2𝑅2𝛼𝐿𝑘3𝜏𝐿𝜏𝑧 − 𝑇𝑑𝛼𝐿𝑘2𝜏𝐿𝜏𝑝

+ 𝐶𝐿1𝑅2𝑇𝑑𝑘4 + 𝐶𝐿2𝑅1𝑇𝑑𝑘4 + 2𝐶𝐿1𝑅2𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝐿2𝑅1𝛼𝐿𝑘4𝜏𝐿

+ 𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑧 

𝑏2 = 2𝐿1𝑘3 − 𝑇𝑑𝑘1 + 2𝑘1𝜏𝑝 + 2𝐶𝐿2𝑘4 + 𝐿1𝑇𝑑𝑘4 + 2𝐿2𝑇𝑑𝑘4 + 𝑅1𝑇𝑑𝑘3 + 2𝑅2𝑇𝑑𝑘3 + 2𝐿1𝑘4𝜏𝑝

+ 2𝐿2𝑘4𝜏𝑝 − 2𝐿2𝑘4𝜏𝑧 + 2𝑅1𝑘3𝜏𝑝 + 2𝑅2𝑘3𝜏𝑝 − 2𝑅2𝑘3𝜏𝑧 − 𝑇𝑑𝑘2𝜏𝑝 + 2𝛼𝐿𝑘1𝜏𝐿

+ 2𝛼𝐿𝑘2𝜏𝐿𝜏𝑝 + 2𝐶𝐿1𝑅2𝑘4 + 2𝐶𝐿2𝑅1𝑘4 + 𝑅1𝑇𝑑𝑘4𝜏𝑝 + 𝑅2𝑇𝑑𝑘4𝜏𝑝 + 𝑅2𝑇𝑑𝑘4𝜏𝑧

+ 2𝐿1𝛼𝐿𝑘4𝜏𝐿 + 2𝑅1𝛼𝐿𝑘3𝜏𝐿 − 𝑇𝑑𝛼𝐿𝑘2𝜏𝐿 + 𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿 + 2𝑅2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿

+ 2𝑅1𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 2𝑅2𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 − 2𝑅2𝛼𝐿𝑘4𝜏𝐿𝜏𝑧 

𝑏1 = 2𝑘1 + 2𝐿1𝑘4 + 2𝑅1𝑘3 − 𝑇𝑑𝑘2 + 2𝑘2𝜏𝑝 + 𝑅1𝑇𝑑𝑘4 + 2𝑅2𝑇𝑑𝑘4 + 2𝑅1𝑘4𝜏𝑝 + 2𝑅2𝑘4𝜏𝑝

− 2𝑅2𝑘4𝜏𝑧 + 2𝛼𝐿𝑘2𝜏𝐿 + 2𝑅1𝛼𝐿𝑘4𝜏𝐿 

𝑏0 = 2𝑘2 + 2𝑅1𝑘4 

 

𝑎6 = 𝐶𝐿1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 

𝑎5 = 𝐶𝐿1𝑇𝑑𝑘3𝜏𝑝 − 𝐶𝑇𝑑𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐶𝐿1𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝

+ 𝐶𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 

𝑎4 = 𝐶𝐿1𝑇𝑑𝑘3 + 2𝐶𝐿1𝑘3𝜏𝑝 − 𝐶𝑇𝑑𝑘3𝜏𝐿 − 𝐶𝑇𝑑𝑘3𝜏𝑝 + 2𝐶𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝐿1𝑇𝑑𝑘4𝜏𝑝 + 𝐶𝑅1𝑇𝑑𝑘3𝜏𝑝

+ 2𝐶𝐿1𝛼𝐿𝑘3𝜏𝐿 − 𝐶𝑇𝑑𝑘4𝜏𝐿𝜏𝑝 + 𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝑇𝑑𝛼𝐿𝑘3𝜏𝐿𝜏𝑧 + 𝐶𝐿1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿

+ 𝐶𝑅1𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐶𝐿1𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 2𝐶𝑅1𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 + 𝐶𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 

𝑎3 = 2𝐶𝐿1𝑘3 − 𝐶𝑇𝑑𝑘3 + 2𝐶𝑘3𝜏𝐿  + 2𝐶𝑘3𝜏𝑝 + 𝑇𝑑𝑘3𝜏𝑝 + 𝑇𝑑𝑘3𝜏𝑧 + 2𝛼𝐿𝑘3𝜏𝐿𝜏𝑝 − 2𝛼𝐿𝑘3𝜏𝐿𝜏𝑧

+ 𝐶𝐿1𝑇𝑑𝑘4 + 𝐶𝑅1𝑇𝑑𝑘3 + 2𝐶𝐿1𝑘4𝜏𝑝 + 2𝐶𝑅1𝑘3𝜏𝑝 − 𝐶𝑇𝑑𝑘4𝜏𝐿 − 𝐶𝑇𝑑𝑘4𝜏𝑝

+ 2𝑇𝑑𝛼𝐿𝑘3𝜏𝐿 + 2𝐶𝑘4𝜏𝐿𝜏𝑝 + 𝐶𝑅1𝑇𝑑𝑘4𝜏𝑝 + 2𝐶𝐿1𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝑅1𝛼𝐿𝑘3𝜏𝐿

+ 𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 + 𝑇𝑑𝛼𝐿𝑘4𝜏𝐿𝜏𝑧 + 𝐶𝑅1𝑇𝑑𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝑅1𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 
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𝑎2 =  2𝐶𝑘3 + 2𝑇𝑑𝑘3 + 2𝑘3𝜏𝑝 − 2𝑘3𝜏𝑧 + 2𝐶𝐿1𝑘4 + 2𝐶𝑅1𝑘3 − 𝐶𝑇𝑑𝑘4 + 2𝐶𝑘4𝜏𝐿 + 2𝐶𝑘4𝜏𝑝

+ 𝑇𝑑𝑘4𝜏𝑝 + 𝑇𝑑𝑘4𝜏𝑧 + 2𝛼𝐿𝑘4𝜏𝐿𝜏𝑝 − 2𝛼𝐿𝑘4𝜏𝐿𝜏𝑧 + 𝐶𝑅1𝑇𝑑𝑘4 + 2𝐶𝑅1𝑘4𝜏𝑝

+ 2𝑇𝑑𝛼𝐿𝑘4𝜏𝐿 + 2𝐶𝑅1𝛼𝐿𝑘4𝜏𝐿 

𝑎1 = 2𝐶𝑘4 + 2𝑇𝑑𝑘4 + 2𝑘4𝜏𝑝 − 2𝑘4𝜏𝑧 + 2𝐶𝑅1𝑘4 
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APPENDIX B 

B. Experimental setup 

For the acquisition of the experimental results, it was necessary to assemble a test bench 

containing four inverters and their respective filters, although only one was used in this phase of 

the research. The schematic diagram of the experimental setup is shown in Figure B-1, and its 

components are listed below: 

1. Danfoss inverters, model FC 302 

2. dSPACE MicroLabBox for controlling the inverters 

3. Bi-directional Power Supply, model EA-PSB 10750-120 4U 

4. Inductors and capacitors forming the LCL filter 

5. Circuit breakers and contactors (controlled by dSPACE)  

6. Inductors simulating the line impedance 

7. Chroma 61830 grid emulator for simulating the grid 

8. An isolation transformer for direct connection of the inverter to the grid (if needed) 

9. Linear loads 
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Figure B-1 – Full schematic of the experimental setup. Source: Author. 
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Some photos of the experimental setup are shown below: 

Figure B-2 – Inverters used in the experimental setup. 

INV 1 INV 2

INV 3 INV 4

 

Source: Author. 

Figure B-3 – 𝐿1, 𝐶 of the LCL filter and grid impedance connectors. 
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Source: Author. 
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Figure B-4 – 𝐿2 and grid impedance inductors. 
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Source: Author. 

Figure B-5 – DC voltage source. 

 

Source: Author. 
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